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Introduction

The Oracle Exadata Database Machine is an engineered system designed to deliver extreme performance for all types
of Oracle database workloads. Starting with the Exadata V2-2 platform and continuing with the Exadata X2-2, X2-8,
X3-2, and X3-8 database machines, many companies have successfully implemented Exadata and realized these
extreme performance gains. Exadata has been a game changer with respect to database performance, driving and
enabling business transformation, increased profitability, unrivaled customer satisfaction, and improved availability
and performance service levels.

Oracle’s Exadata Database Machine is a pre-configured engineered system comprised of hardware and software,
built to deliver extreme performance for Oracle 11gR2 database workloads. Exadata succeeds by offering an optimally
balanced hardware infrastructure with fast components at each layer of the technology stack, as well as a unique set of
Oracle software features designed to leverage the high-performing hardware infrastructure by reducing I/0 demands.

As an engineered system, the Exadata Database Machine is designed to allow customers to realize extreme
performance with zero application modification—if you have a database capable of running on Oracle 11gR2 and
application supported with this database version, many of the features Exadata delivers are able to be capitalized
on immediately, without extensive database and systems administrator modification. But, ultimately, Exadata
provides the platform to enable extreme performance. As an Exadata administrator, you not only need to learn
Exadata architecture and aspects of Exadata’s unique software design, but you also need to un-learn some of your
legacy Oracle infrastructure habits and thinking. Exadata not only changes the Oracle performance engineer’s way of
thinking, but it can also impose operations, administration, and organizational mindset changes.

Organizations with an existing Exadata platform are often faced with challenges or questions about how to
maximize their investment in terms of performance, management, and administration. Organizations considering
an Exadata investment need to understand not only whether Exadata will address performance, consolidation,
and IT infrastructure roadmap goals, but also how the Exadata platform will change their day-to-day operational
requirements to support Oracle on Exadata. Oracle Exadata Recipes will show you how to maintain and optimize your
Exadata environment as well as how to ensure that Exadata is the right fit for your company.

Who This Book Is For

Oracle Exadata Recipes is for Oracle Database administrators, Unix/Linux administrators, storage administrators,
backup administrators, network administrators, and Oracle developers who want to quickly learn to develop effective
and proven solutions without reading through a lengthy manual scrubbing for techniques. A beginning Exadata
administrator will find Oracle Exadata Recipes handy for learning a variety of different solutions for the platform,
while advanced Exadata administrators will enjoy the ease of the problem-solution approach to quickly broaden their
knowledge of the Exadata platform. Rather than burying you in architectural and design details, this book is for those
who need to get work done using effective and proven solutions (and get home in time for dinner).

The Recipe Approach

Although plenty of Oracle Exadata and Oracle 11gR2 references are available today, this book takes a different
approach. You'll find an example-based approach in which each chapter is built of sections containing solutions to
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INTRODUCTION

specific, real-life Exadata problems. When faced with a problem, you can turn to the corresponding section and find a
proven solution that you can reference and implement.

Each recipe contains a problem statement, a solution, and a detailed explanation of how the solution works.
Some recipes provide a more detailed architectural discussion of how Exadata is designed and how the design differs
from traditional, non-Exadata Oracle database infrastructures.

Oracle Exadata Recipes takes an example-based, problem-solution approach in showing how to size, install,
configure, manage, monitor, and optimize Oracle database workloads with Oracle Exadata Database Machine.
Whether you're an Oracle Database administrator, Unix/Linux administrator, storage administrator, network
administrator, or Oracle developer, Oracle Exadata Recipes provides effective and proven solutions to accomplish a
wide variety of tasks on the Exadata Database Machine.

How | Came to Write This Book

Professionally, I've always been the type to overdocument and take notes. When we embarked on our Exadata Center
of Excellence Initiative in 2011, we made it a goal to dig as deeply as we could into the inner workings of the Exadata
Database Machine and try our best to understand now just how the machine was built and how it worked, but also
how the design differed from traditional Oracle database infrastructures. Through the summer of 2011, I put together
dozens of white papers, delivered a number of Exadata webinars, and presented a variety of Exadata topics at various
Oracle conferences.

In early 2012, Jonathan Gennick from Apress approached me about the idea of putting some of this content
into something “more formal,” and the idea of Oracle Exadata Recipes was born. We struggled a bit with the
problem-solution approach to the book, mostly because unlike other Oracle development and administration topics,
the design of the Exadata Database Machine is such that “problems,” in the true sense of the word, are difficult to
quantify with an engineered system. So, during the project, I had to constantly remind myself (and be reminded
by the reviewers and editor) to pose the recipes as specific tasks and problems that an Exadata Database Machine
administrator would likely need a solution to. To this end, the recipes in this book are focused on how to perform
specific administration or monitoring and measurement techniques on Exadata. Hopefully, we’ve hit the target and
you can benefit from the contents of Oracle Exadata Recipes.

How We Tested

The solutions in Oracle Exadata Recipes are built using Exadata X2-2 hardware and its associated Oracle software,
including Oracle Database 11gR2, Oracle Grid Infrastructure 11gR2, Oracle Automated Storage Management (ASM),
and Oracle Real Application Clusters (RAC). The solutions in this book contain many test cases and examples built
with real databases installed on the Exadata Database Machine and, when necessary, we have provided scripts or
code demonstrating how the test cases were constructed.

We used Centroid’s Exadata X2-2 Quarter Rack for the recipes, test cases, and solutions in this book. When
the project began, Oracle’s Exadata X3-2 and X3-8 configurations had not yet been released, but in the appropriate
sections of the book we have made references to Exadata X3 differences where we felt necessary.

Source Code

Source code is available for many of the examples in this book. All the numbered listings are included, and each one
indicates the specific file name for that listing. You can download the source code from the book’s catalog page on the
Apress web site at waw.apress.com/9781430249146.

x1
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PART 1

Exadata Architecture

Oracle’s Exadata Database Machine is an engineered system comprised of high-performing, industry
standard, optimally balanced hardware combined with unique Exadata software. Exadata’s hardware
infrastructure is designed for both performance and availability. Each Exadata Database Machine is
configured with a compute grid, a storage grid, and a high-speed storage network. Oracle has designed the
Exadata Database Machine to reduce performance bottlenecks; each component in the technology stack is
fast, and each grid is well-balanced so that the storage grid can satisfy I/O requests evenly, the compute grid
can adequately process high volumes of database transactions, and the network grid can adequately transfer
data between the compute and storage servers.

Exadata’s storage server software is responsible for satisfying database I/0 requests and implementing
unique performance features, including Smart Scan, Smart Flash Cache, Smart Flash Logging, Storage
Indexes, I/0 Resource Management, and Hybrid Columnar Compression.

The combination of fast, balanced, highly available hardware with unique Exadata software is what
allows Exadata to deliver extreme performance. The chapters in this section are focused on providing a
framework to understand and access configuration information for the various components that make up
your Exadata Database Machine.
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CHAPTER 1

Exadata Hardware

The Exadata Database Machine is a pre-configured, fault-tolerant, high-performing hardware platform built using
industry-standard Oracle hardware. The Exadata hardware architecture consists primarily of a compute grid, a
storage grid, and a network grid. Since 2010, the majority of Exadata customers deployed one of the four Exadata
X2 models, which are comprised of Oracle Sun Fire X4170 M2 servers in the compute grid and Sun Fire X4270-M2
servers running on the storage grid. During Oracle Open World 2012, Oracle released the Exadata X3-2 and X3-8 In
Memory Database Machines, which are built using Oracle X3-2 servers on the compute and storage grid. In both
cases, Oracle runs Oracle Enterprise Linux or Solaris 11 Express on the compute grid and Oracle Linux combined
with unique Exadata storage server software on the storage grid. The network grid is built with multiple high-speed,
high-bandwidth InfiniBand switches.

In this chapter, you will learn about the hardware that comprises the Oracle Exadata Database Machine, how to
locate the hardware components with Oracle’s Exadata rack, and how the servers, storage, and network infrastructure
is configured.

Note Oracle Exadata X3-2, introduced at Oracle Open World 2012, contains Oracle X3-2 servers on the compute
node and Oracle X3-2 servers on the storage servers. The examples in this chapter will be performed on an Oracle
Exadata X2-2 Quarter Rack, but, when applicable, we will provide X3-2 and X3-8 configuration details.

1-1. Identifying Exadata Database Machine Components
Problem

You are considering an Exadata investment or have just received shipment of your Oracle Exadata Database Machine
and have worked with Oracle, your Oracle Partner, the Oracle hardware field service engineer, and Oracle Advanced
Consulting Services to install and configure the Exadata Database Machine, and now you would like to better
understand the Exadata hardware components. You're an Oracle database administrator, Unix/Linux administrator,
network engineer, or perhaps a combination of all of the theseand, before beginning to deploy databases on Exadata,
you wish to become comfortable with the various hardware components that comprise the database machine.

Solution

Oracle’s Exadata Database Machine consists primarily of a storage grid, compute grid, and network grid. Each grid,
or hardware layer, is built with multiple high-performing, industry-standard Oracle servers to provide hardware
and system fault tolerance. Exadata comes in four versions—the Exadata X2-2 Database Machine, the Exadata X2-8
Database Machine, the Exadata X3-2 Database Machine, and the Exadata X3-8 Database Machine.
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CHAPTER 1 © EXADATA HARDWARE
For the storage grid, the Exadata Storage Server hardware configuration for both the X2-2 and X2-8 models
is identical:
e  Sun Fire X4270 M2 server model
e  Two socket, six-core Intel Xeon L5640 processors running at 2.26 GHz
e 24 GB memory

e  Four Sun Flash Accelerator F20 PCle Flash Cards, providing 384 GB of PCI Flash for Smart
Flash Cache and Smart Flash Logging

e  Twelve 600 GB High Performance (HP) SAS disks or twelve 3 TB High Capacity (HC) SAS disks
connected to a storage controller with a 512 MB battery-backed cache

e  Two 40 GbpsInfiniBand ports

e Embedded GbE Ethernet port dedicated for Integrated Lights Out Management (ILOM)
The Exadata Database Machine X2-2 compute grid configuration, per server, consists of the following:

e Sun Fire X4170 M2 server model

e  Two six-core Intel Xeon X5675 processors running at 3.06 GHz

e 96 GB memory

e  Four 300 GB, 10k RPM SAS disks

e  Two 40 GbpsInfiniBand ports

e  Two 10 GbE Ethernet ports

e  Four 1 GbE Ethernet ports

e Embedded 1GbE ILOM port
For the Exadata Database Machine X2-8, the compute gridincludes the following:

e  Oracle Sun Server X2-8 (formerly Sun Fire X4800 M2)

Eight 10-core E7-8800 processors running at 2.4GHz

2 TB memory

Eight 300 GB, 10k RPM SAS disks

Eight 40 GbpsInfiniBand ports

Eight 10 GbE Ethernet ports

Eight 1 GbE Ethernet ports
e Embedded 1GbE ILOM port

On the X3-2 and X3-8 storage grid, the Exadata Storage Server hardware configuration is also identical:
e  Oracle X3-2 server model
° Two socket, six-core Intel Xeon E5-2600 processors running at 2.9 GHz

e 64 GB memory

FourPCle Flash Cards, providing 1.6 TB GB of PCI Flash for Smart Flash Cache and Smart
Flash Logging per storage cell
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CHAPTER 1~ EXADATA HARDWARE
e  Twelve 600 GB High Performance (HP) SAS disks or twelve 3 TB High Capacity (HC) SAS disks
connected to a storage controller with a 512 MB battery-backed cache
e  Two 40 GbpsInfiniBand ports
e Embedded GbE Ethernet port dedicated for Integrated Lights Out Management (ILOM)

e  Onthe X3-2 Eighth Rack, only two PCI flash cards are enabled and 6 disks per storage cell are
enabled

The Exadata Database Machine X3-2 compute grid configuration, per server, consists of the following:
e  Oracle X3-2 server model
e  Two eight-core Intel Xeon E5-2690 processors running at 2.9 GHz
e 128 GB memory
e  Four 300 GB, 10k RPM SAS disks
e  Two 40 GbpsInfiniBand ports
e  Two 10 GbE Ethernet ports
e  Four 1 GbE Ethernet ports
e Embedded 1GbE ILOM port
For the Exadata Database Machine X3-8, the compute grid includes the following:
e  Eight 10-core E7-8870 processors running at 2.4GHz
e 2TB memory
e  Eight 300 GB, 10k RPM SAS disks
e  Eight 40 GbpsInfiniBand ports
e  Eight 10 GbE Ethernet ports
e  Eight 1 GbE Ethernet ports
e Embedded 1GbE ILOM port

Exadata X2-2 comes in Full Rack, Half Rack, and Quarter Rack configurations, while the Exadata X2-8 is only
offered in Full Rack. The X3-2 comes in a Full Rack, Half Rack, Quarter Rack, and Eighth Rack. The difference between
the Full Rack, Half Rack, and Quarter Rack configuration is with the number of nodes in each of the three hardware
grids. The X3-2 Eighth Rack has the same number of physical servers in the compute and storage grid but with
processors disabled on the compute nodes and both PCI cards and disks disabled on the storage servers. Table 1-1
lists the X2-2, X2-8, X3-2, and X3-8 hardware configuration options and configuration details.
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CHAPTER 1 * EXADATA HARDWARE

The Exadata network grid is comprised of multiple Sun QDR InfiniBand switches, which are used for the storage
network as well as the Oracle Real Application Clusters (RAC) interconnect. The Exadata Quarter Rack ships with
two InfiniBand leaf switches and the Half Rack and Full Rack configurations have two leaf switches and an additional
InfiniBand spine switch, used to expand and connect Exadata racks. The compute and storage servers are configured
with dual-port InfiniBand ports and connect to each of the two leaf switches.

In addition to the hardware in the storage grid, compute grid, and network grid, Exadata also comes with
additional factory-installed and Oracle ACS configured components to facilitate network communications,
administration, and management. Specifically, Exadata ships with an integrated KVM switch to provide
administrative access to the compute and storage servers, a 48-port embedded Cisco Catalyst 4948 switch to provide
data center network uplink capability for various interfaces, and two power distributions units (PDUs) integrated in
the Oracle Exadata rack.

How It Works

The Oracle Exadata Database Machine is one of Oracle’s Engineered Systems, and Oracle’s overarching goal with
the Exadata Database Machine is to deliver extreme performance for all database workloads. Software is the most
significant factor to meet this end, which I'll present in various recipes throughout this book, but the balanced,
high-performing, pre-configured hardware components that make up the Exadata Database Machine play a
significant role in its ability to achieve performance and availability goals.

When you open the cabinet doors on your Exadata, you'll find the same layout from one Exadata to the
next—ExadataStorage Servers at the bottom and top sections of the rack, compute servers in the middle, InfiniBand
switches and the Cisco Catalyst 4948 switch and KVM switch placed between the compute servers. Oracle places
the first of each component, relative to the model, at the lowest slot in the rack. Every Oracle Exadata X2-2, X2-8,
X3-2, and X3-8 Database Machine is built identically from the factory; the rack layout and component placement
within the rack is physically identical from one machine to the next:

e  On Half Rack and Full Rack models, the InfiniBand spine switch is in position U1.

e  Storage servers are 2U Sun Fire X4270 M2 or X3-2 servers places in positions U2 through U14,
with the first storage server in U2/U3.

e  For the Quarter Rack, the two 1U compute servers reside in positions U16 and U17. In the Half
Rack and Full Rack configurations, two additional 1U compute servers reside in positions U18
and U19.

e Inthe Full Rack, positions U16 through U19 contain the first Oracle X2-8 compute server.
e  The first InfiniBand leaf switch is placed in U20 for all X2-2, X2-8, X3-2, and X3-8 models.
e The Cisco Catalyst Ethernet switch is in position U21.

e  The KVM switch is a 2U component residing in slots U22 and U23.

e U224 houses the second InfiniBand leaf switch for all Exadata models.

e  For the X2-2 and X3-2 Full Rack, four 1U compute servers are installed in slots U25 through
U28 and, in the X2-8 and X3-8 Full Rack, a single X2-8 4U server is installed.

e The seven additional 2U storage servers for the X2-2, X2-8, X3-2, and X3-8 Full Rack models
are installed in positions U29 through U42.

Figure 1-1 displays an Exadata X2-2 Full Rack.
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- Storage servers 8 through 14

™y

»~ Compute nodes 5 through 8

InfiniBand leaf switch 3

KVM switch

Cisco Catalyst 4948
InfiniBand leaf switch 2

~ Compute nodes 1 through 4

- Storage servers 1 through 7

InfiniBand spine switch 2

Figure 1-1. Exadata X2-2 Full Rack

The compute and storage servers in an Exadata Database Machine are typically connected to the Exadata
InfiniBand switches, embedded Cisco switch, and data center networks in the same manner across Exadata
customers. Figure 1-2 displays a typical Oracle Exadata network configuration for a single compute server and single
storage server.
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Clscodidg -~ ¥

Storage server Uz
Compute server LG —— e

InfiniBand Switch U20 InfiniBand Switch U24

Data Center Switch (Clent Accoss)

GLE ILOM
GLE Admin(NETO) T
GUE Client Access (NET1,NETZ) — — — — — —~
GbE NET3
InfiniBand

Figure 1-2. Typical Exadata X2-2 network cabling

In the sample diagram, the following features are notable:

¢ InfiniBand ports for both the compute server and storage server are connected to each of the
InfiniBand leaf switches; the spine switch is only used to connect the leaf switches or other
Exadata racks.

e  The ILOM port, marked “NET-MGMT” on the servers, is connected to the embedded Cisco
switch.

¢ The NET0 management interface on both the compute server and storage server is connected
to the Cisco switch. The Cisco switch uplinks to the data center network (not shown in
Figure 1-3) to provide access to the administrative interfaces.

e The NET1 and NET2 interfaces on the compute servers are connected to the client data center
network and serve as the “Client Access Network”” Typically, these are bonded to form a NET1-2
interface, which servers as the public network and VIP interface for the Oracle cluster.

¢ The Exadata Storage Servers have no direct connectivity to the client access network; they are
accessed for administrative purposes via the administrative interface via the embedded Cisco
switch.

Additional information about Exadata networking is discussed in Chapter 10.
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1-2. Displaying Storage Server Architecture Details
Problem

As an Exadata administrator, you wish to better understand the overall hardware configuration, storage
configuration, network configuration, and operating environment of the Exadata X2-2 or X2-8 Database Machine
Storage Servers.

Solution

The X2-2 ExadataStorage Servers are Oracle Sun Fire X4270 M2 servers. The X3-2 and X3-8 models use Oracle X3-2
servers. Depending on the architecture details you're interested in, various commands are available to display
configuration information. In this recipe, you will learn how to do the following:

e  Validate your Oracle Linux operating system version
e  Query system information using dmidecode
e Display the current server image version and image history

e  Check your network configuration

Note In this recipe we will be showing command output from an Exadata X2-2 Quarter Rack.

Begin by logging in to an ExadataStorage Server as rootand checking your operating system release. As you can
see below, the Exadata Storage servers run Oracle Enterprise Linux 5.5:

Macintosh-7:~ jclarke$ ssh root@cmoicelol

root@cmolcelol's password:

Last login: Tue Jul 24 00:30:28 2012 from 172.16.150.10
[root@cmolcelol ~]# cat /etc./enterprise-release

Enterprise Linux Enterprise Linux Server release 5.5 (Carthage)
[root@cmoicelol ~]#

The kernel version for Exadata X2-2 and X2-8 models as of Exadata Bundle Patch 14 for Oracle Enterprise Linux is
64-bit2.6.18-238.12.2.0.2.el5 and can be found using the uname -a command:

[root@cmoicelol ~]# uname -a

Linux cmoicelol.centroid.com 2.6.18-238.12.2.0.2.el5 #1 SMP Tue Jun 28 05:21:19 EDT 2011 x86_64
x86_64 x86_64 GNU/Linux

[root@cmoicelol ~]#

You can use dmidecode to obtain the server model and serial number:
[root@cmOlcelol ~]# dmidecode -s system-product-name
SUN FIRE X4270 M2 SERVER
[root@cmoicelol ~]# dmidecode -s system-serial-number

1104FMMOMG
[root@cmoicelol ~]#

10
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The operating system and Exadata server software binaries are installed, patched, and maintained as images;
when you install or patch an Exadata cell, a new image is installed. You can query your current active image by
running the imageinfo command:

[root@cmolcelol ~]# imageinfo

Kernel version: 2.6.18-238.12.2.0.2.el5 #1 SMP Tue Jun 28 05:21:19 EDT 2011 x86_64
Cell version: 0SS_11.2.2.4.2_ LINUX.X64 111221
Cell rpm version: cell-11.2.2.4.2 LINUX.X64 111221-1

Active image version: 11.2.2.4.2.111221

Active image activated: 2012-02-11 22:25:25-0500
Active image status: success

Active system partition on device: /dev/mdé6
Active software partition on device: /dev/md8

In partition rollback: Impossible

Cell boot usb partition: /dev/sdmi
Cell boot usb version: 11.2.2.4.2.111221

Inactive image version: 11.2.2.4.0.110929
Inactive image activated: 2011-10-31 23:08:44-0400
Inactive image status: success

Inactive system partition on device: /dev/md5
Inactive software partition on device: /dev/md7

Boot area has rollback archive for the version: 11.2.2.4.0.110929
Rollback to the inactive partitions: Possible
[root@cmO1celol ~]#

From this output, you can see that our storage cell is running image version 11.2.2.4.2.111221, which contains
cell version 0SS_11.2.2.4.2 LINUX.X64 111221, kernel version 2.6.18-238.12.2.0.2.el5, with the active system
partition on device /dev/md6 and the software partition on /dev/md8.

Note We will cover additional Exadata Storage Server details in Recipe 1-4.

You can also list all images that have at one point been installed on the Exadata cell by executing imagehistory:

[root@cmolcelol ~]# imagehistory

Version :11.2.2.2.0.101206.2

Image activation date 1 2011-02-21 11:20:38 -0800
Imaging mode : fresh

Imaging status : success

Version $11.2.2.2.2.110311

Image activation date 1 2011-05-04 12:31:56 -0400
Imaging mode : out of partition upgrade

Imaging status : success
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Version

Image activation date
Imaging mode

Imaging status

Version

Image activation date
Imaging mode

Imaging status

Version

Image activation date
Imaging mode

Imaging status

Version

Image activation date
Imaging mode

Imaging status

©11.2.2.3.2.110520

: 2011-06-24 23:49:39 -0400
: out of partition upgrade
: success

: 11.2.2.3.5.110815

: 2011-08-29 12:16:47 -0400
: out of partition upgrade
: success

©11.2.2.4.0.110929

: 2011-10-31 23:08:44 -0400
: out of partition upgrade
: success

©011.2.2.4.2.111221

: 2012-02-11 22:25:25 -0500
: out of partition upgrade
: success

[root@cmoicelol ~]#

From this output, you can see that this storage cell has had six different images installed on it over its lifetime, and
if you examine the image version details, you can see when you patched or upgraded and the version you upgraded to.

The ExadataStorage Servers are accessible via SSH over a 1 GbEEthernet port and connected via dual InfiniBand
ports to two InfiniBand switches located in the Exadata rack.

Note For additional networking details of the ExadataStorage Servers, refer to Chapter 10.

How It Works

ExadataStorage Servers are self-contained storage platforms that house disk storage for an Exadata Database Machine
and run Oracle’s Cell Services (cellsrv) software. A single storage server is also commonly referred to as a cell, and
we'll use the term storage server and cell interchangeably throughout this book.

The Exadata storage cell is the building block for the Exadata Storage Grid. In an Exadata Database Machine,
more cells not only equates to increased physical capacity, but also higher levels of I/0O bandwidth and IOPs (I/Os
per second). Each storage cell contains 12 physical SAS disks; depending on your business requirements, these can
be either 600 GB, 15,000 RPM High Performance SAS disks capable of delivering up to 1.8 GB per second of raw data
bandwidth per cell, or 3 TB 7,200 RPM High Capacity SAS disks capable of delivering up to 1.3 GB per second of raw
data bandwidth. Table 1-2 provides performance capabilities for High Performance and High Capacity disks for each
Exadata Database Machine model.
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Databases in an Exadata Database Machine are typically deployed so that the database files are evenly
distributed across all storage cells in the machine as well as all physical disks in an individual cell. Oracle uses Oracle
Automated Storage Management (ASM) in combination with logical storage entities called cell disks and grid disks to
achieve this balance.

Note To learn more about cell disks and grid disks, refer to Recipes 3-1 and 3-2.

To summarize, the ExadataStorage Server is quite simply an Oracle Sun Fire X4270 M2 server running Oracle
Linux and Oracle’s Exadata Storage Server software. Minus the storage server software component of Exadata (which
is difficult to ignore since it’s the primary differentiator with the machine), understanding the configuration and
administration topics of an ExadataStorage Server is similar to any server running Linux. What makes Exadata unique
is truly the storage server software combined with the manner in which Oracle has standardized its configuration
to best utilize its resources and be positively exploited by the cellsrv software. The operating system, image, disk
configuration, and network configuration in an ExadataStorage Server is the trademark of Oracle’s entire Engineered
Systems portfolio and as such, once you understand how the pieces fit together on one ExadataStorage Server, you
can be confident that as an administrator you'll be comfortable with any storage cell.

1-3. Displaying Compute Server Architecture Details
Problem

As an Exadata DMA, you wish to better understand the overall hardware configuration, storage configuration, network
configuration, and operating environment of the Exadata X2-2, X2-8, X3-2, or X3-8 Database Machine compute servers.

Solution

The ExadataX2-2 compute servers are Oracle Sun Fire X4170 M2 servers and the Exadata X3-2 compute nodes are
built on Oracle X3-2 servers. Depending on the architecture details you're interested in, various commands are
available to display configuration information. In this recipe, we will show you how to do the following:

e Validate your Oracle Linux operating system version
e  Query system information using dmidecode
e Display the current server image version and image history

e  Check your network configuration

Note In this recipe we will be showing command output from an Exadata X2-2 Quarter Rack.

Begin by logging in to an Exadata compute server as root and checking your operating system release:

Macintosh-7:~ jclarke$ ssh root@cm01dbmoO1

root@cmo1dbmol's password:

Last login: Fri Jul 20 16:53:19 2012 from 172.16.150.10
[root@cmo1dbmol ~]# cat /etc./enterprise-release

Enterprise Linux Enterprise Linux Server release 5.5 (Carthage)
[root@cmo1dbmo1 ~]#
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The Exadata compute servers run either Oracle Linux or Solaris 11 Express. In this example and all examples
throughout this book, we're running Oracle Enterprise Linux 5.5:

The kernel version for Exadata X2-2 and X2-8 models as of Exadata Bundle Patch 14 for Oracle Enterprise Linux is
64-bit2.6.18-238.12.2.0.2.el5 and can be found using the uname -a command:

[root@cmo1dbmo1l ~]# uname -a

Linux cmoidbmo1.centroid.com 2.6.18-238.12.2.0.2.el5 #1 SMP Tue Jun 28 05:21:19 EDT 2011 x86_64
x86_64 x86_64 GNU/Linux

[root@cmo1dbmo1 ~]#

You can use dmidecode to obtain our server model and serial number:

[root@cmo1dbmo1 ~]# dmidecode -s system-product-name
SUN FIRE X4170 M2 SERVER

[root@cmo1dbmo1 ~]# dmidecode -s system-serial-number
1105FMM025

[root@cmo1dbmo1l ~]#

The function of the compute servers in an Oracle Exadata Database Machine is to run Oracle 11gR2 database
instances. On the compute servers, one Oracle 11gR2 Grid Infrastructure software home is installed, which runs
Oracle 11gR2 clusterware and an Oracle ASM instance. Additionally, one or more Oracle 11gR2 RDBMS homes are
installed, which run the Oracle database instances. Installation or patching of these Oracle software homes is typically
performed using the traditional Oracle OPatch utilities. Periodically, however, Oracle releases patches that require
operating system updates to the Exadata compute node servers. In this event, Oracle maintains these as images. You
can query your current active image by running the imageinfo command:

[root@cmo1dbmo1l ~]# imageinfo

Kernel version: 2.6.18-238.12.2.0.2.el5 #1 SMP Tue Jun 28 05:21:19 EDT 2011 x86_64
Image version: 11.2.2.4.2.111221

Image activated: 2012-02-11 23:46:46-0500

Image status: success

System partition on device: /dev/mapper/VGExaDb-LVDbSys1

[root@cmo1dbmo1 ~]#

We can see that our compute server is running image version 11.2.2.4.2.111221, which contains kernel
version 2.6.18-238.12.2.0.2.el5. The active system partition is installed on /dev/mapper/VGExaDb-LVDbSys1.

Note To learn more about compute server storage, refer to Recipe 1-5.

You can also list all images that have at one point been installed on the Exadata cell by executing imagehistory:

[root@cmo1dbmo1l ~]# imagehistory

Version :11.2.2.2.0.101206.2
Image activation date 1 2011-02-21 11:07:02 -0800
Imaging mode : fresh

Imaging status : success
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Version $011.2.2.2.2.110311

Image activation date : 2011-05-04 12:41:40 -0400
Imaging mode : patch

Imaging status : success

Version :11.2.2.3.2.110520

Image activation date 1 2011-06-25 15:21:42 -0400
Imaging mode : patch

Imaging status 1 success

Version : 11.2.2.3.5.110815

Image activation date 1 2011-08-29 19:06:38 -0400
Imaging mode : patch

Imaging status : success

Version $011.2.2.4.2.111221

Image activation date 1 2012-02-11 23:46:46 -0500
Imaging mode : patch

Imaging status : success

[root@cmo1dbmo1l ~]#

Exadatacompute servers have three required and one optional network:

e The NET0/Admin network allows for SSH connectivity to the server. It uses the eth0 interface,
which is connected to the embedded Cisco switch.

e The NET1, NET2, NET1-2/Client Access provides access to the Oracle RAC VIP address and
SCAN addresses. It uses interfaces eth1 and eth2, which are typically bonded. These interfaces
are connected to your data center network.

e  The IB network connects two ports on the compute servers to both of the InfiniBand leaf
switches in the rack. All storage server communication and Oracle RAC interconnect traffic
uses this network.

e Anoptional “additional” network, NET3, which is built on eth3, is also provided. This is often
used for backups and/or other external traffic.

Note For additional networking details of the Exadata compute servers, refer to Chapter 10.

How It Works

Exadata compute servers are designed to run Oracle 11gR2 databases. Oracle 11gR2 Grid Infrastructure and RDBMS
software is installed on these servers, and aside from the InfiniBand-aware communications protocols that enable
the compute servers to send and receive I/0 requests to and from the storage cells, the architecture and operating
environment of the compute servers is similar to non-Exadata Linux environments running Oracle 11gR2. The
collection of compute servers in an Exadata Database Machine makes up the compute grid.

All database storage on Exadata is done with Oracle ASM. Companies typically run Oracle Real Application
Clusters (RAC) on Exadata to achieve high availability and maximize the aggregate processor and memory across the
compute grid.

16

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 1 * EXADATA HARDWARE

1-4. Listing Disk Storage Details on the Exadata Storage Servers
Problem

As an Exadata administrator, DBA, or storage administrator, you wish to better understand how storage is allocated,
presented, and used in the Exadata storage cell.

Solution

In this recipe, we will show you how to do the following:
e  Query your physical disk information using 1scssi
e  Use the MegaCli64 utility to display your LSI MegaRAID device information
e Listyour physical disk information using Exadata’sCellCLI interface
e  Understand the mdadm software RAID configuration on the storage cells
e Listyour physical disk partitions using fdisk-1

From any of the Exadatastorage servers, run an 1sscsi -v command to list the physical devices:

[root@cmoicelol ~]# lsscsi -v
[0:2:0:0] disk LSI MR9261-81 2.12 /dev/sda

dir: /sys/bus/scsi/devices/0:2:0:0 [/sys/devices/pci0000:00/0000:00:05.0/0000:13:00.0/host0/
target0:2:0/0:2:0:0]
[0:2:1:0] disk LSI MR9261-81 2.12 /dev/sdb

dir: /sys/bus/scsi/devices/0:2:1:0 [/sys/devices/pci0000:00/0000:00:05.0/0000:13:00.0/host0/
target0:2:1/0:2:1:0]
[0:2:2:0] disk LSI MR9261-81 2.12 /dev/sdc

dir: /sys/bus/scsi/devices/0:2:2:0 [/sys/devices/pci0000:00/0000:00:05.0/0000:13:00.0/host0/
target0:2:2/0:2:2:0]
... output omitted
[8:0:0:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdn

dir: /sys/bus/scsi/devices/8:0:0:0 [/sys/devices/pci0000:00/0000:00:07.0/0000:19:00.0/
0000:1a:02.0/0000:1b:00.0/host8/port-8:0/end_device-8:0/target8:0:0/8:0:0:0]
[8:0:1:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdo ...

The output shows both the physical SAS drives as well as flash devices—you can tell the difference based on the
vendor and model columns. The lines showing LSI indicate our 12 SAS devices and you can see the physical device
names in the last column of the output (i.e., /dev/sdk).

The physical drives are controlled via the LSI MegaRaid controller and you can use MegaCli64 to display more
information about these disks:

[root@cmoicelol ~]# /opt/MegaRAID/MegaCli/MegaCli64 -ShowSummary -aALL

System
0S Name (IP Address) : Not Recognized
0S Version : Not Recognized
Driver Version : Not Recognized
CLI Version : 8.00.23
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Hardware
Controller
ProductName : LSI MegaRAID SAS 9261-8i(Bus 0, Dev 0)
SAS Address : 500605b002f4aaco
FW Package Version: 12.12.0-0048
Status : Optimal
BBU
BBU Type : Unknown
Status : Healthy
Enclosure
Product Id : HYDE12
Type : SES
Status : 0K
Product Id : SGPIO
Type : SGPIO
Status : 0K
PD
Connector : Port 0 - 3<Internal><Encl Pos 0 >: Slot 11
Vendor Id : SEAGATE
Product Id : ST360057SSUN600G
State : Online
Disk Type : SAS,Hard Disk Device
Capacity : 557.861 GB
Power State : Active

. Connectors omitted for brevity

Storage
Virtual Drives

Virtual drive : Target Id 0 ,VD name
Size : 557.861 GB
State : Optimal
RAID Level : 0
Virtual drive : Target Id 1 ,VD name
Size : 557.861 GB
State : Optimal
RAID Level : 0

. Virtual drives omitted for brevity

Exit Code: 0x00
[root@cmolcelol ~]#
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You'll notice that we've got twelve 557.861 GB disks in this storage server. Based on the disk sizes, we know that
this storage server has High Performance disk drives. Using Cel1CLI, we can confirm this and note the corresponding
sizes:

[root@cmoicelol ~]# cellcli
CellCLI: Release 11.2.2.4.2 - Production on Wed Jul 25 13:07:24 EDT 2012

Copyright (c) 2007, 2011, Oracle. All rights reserved.
Cell Efficiency Ratio: 234

CellCLI> list physicaldisk where disktype=HardDisk attributes name,physicalSize
20:0 558.9109999993816G
20:1 558.9109999993816G

... Disks 20:2 through 20:10 omitted for brevity
20:11  558.9109999993816G

CellCLI>

Each Exadata Storage Server has twelve physical SAS disks and four 96 GB PCle Sun Flash Accelerator flash cards,
each partitioned into four 24 GB partitions. From an operating system point of view, however, you can only see a small
subset of this physical storage:

[root@cmoicelol ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/md6 9.9G 3.5G 5.9G 38% /

tmpfs 12G 0 12G 0% /dev/shm
/dev/md8 2.0G 651M 1.3G 35% /opt/oracle
/dev/md4 116M  60M  50M 55% /boot
/dev/md11 2.3G 204M 2.0G 10% /var/log/oracle

[root@cmOicelol ~]#

In recipe 1-1, we introduced the imageinfo command, which lists our Exadata cell system image version. If
you run imageinfo and search for lines containing the word “partition’, you can see which device your system and
software partitions are installed:

[root@cmoicelol ~]# imageinfo | grep partition
Active system partition on device: /dev/mdé6
Active software partition on device: /dev/md8
Inactive system partition on device: /dev/md5
Inactive software partition on device: /dev/md7

[root@cmoicelol ~]#

This storage, as well as the other mount points presented on your storage servers, is physically stored in two
of the twelve physical SAS disks and is referred to as the System Area and the volumes are referred to as System
Volumes.
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Based on the /dev/md*Filesystem names, we know we’ve got software RAID in play for these devices and
that this RAID was created using mdadm. Let’s query our mdadm configuration on /dev/mdé6 (the output is similar
for /dev/md5, /dev/md8, and /dev/md11):

[root@cmoicelol ~]# mdadm -Q -D /dev/md6

/dev/md6:
Version : 0.90
Creation Time : Mon Feb 21 13:06:27 2011
Raid Level : raidi
Array Size : 10482304 (10.00 GiB 10.73 GB)

Used Dev Size : 10482304 (10.00 GiB 10.73 GB)
Raid Devices : 2
Total Devices : 2
Preferred Minor : 6
Persistence : Superblock is persistent

Update Time : Sun Mar 25 20:50:28 2012
State : active
Active Devices : 2
Working Devices : 2
Failed Devices : 0
Spare Devices : 0

UUID : 2ea655b5:89c5cafc:b8bacc8c:27078485
Events : 0.49
Number Major Minor RaidDevice State
0 8 6 0 active sync /dev/sda6
1 8 22 1 active sync  /dev/sdb6

[root@cmolcelol ~]#

From this output, we can see that the /dev/sda and /dev/sdb physical devices are software mirrored via mdadm.
If you do anfdisk -1 on these devices, you will see the following:

[root@cmoicelol ~]# fdisk -1 /dev/sda

Disk /dev/sda: 598.9 GB, 598999040000 bytes
255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sda1 * 1 15 120456 fd Linux raid autodetect
/dev/sda2 16 16 8032+ 83 Linux
/dev/sda3 17 69039 554427247+ 83 Linux
/dev/sda4 69040 72824 30403012+ f W95 Ext'd (LBA)
/dev/sda5s 69040 70344 10482381 fd Linux raid autodetect
/dev/sda6 70345 71649 10482381 fd Linux raid autodetect
/dev/sda7 71650 71910 2096451 fd Linux raid autodetect
/dev/sda8 71911 72171 2096451 fd Linux raid autodetect
/dev/sda9 72172 72432 2096451 fd Linux raid autodetect
/dev/sda10 72433 72521 714861 fd Linux raid autodetect
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/dev/sda11 72522 72824 2433816  fd Linux raid autodetect
[root@cmoicelol ~]# fdisk -1 /dev/sdb

Disk /dev/sdb: 598.9 GB, 598999040000 bytes
255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sdb1  * 1 15 120456 fd Linux raid autodetect
/dev/sdb2 16 16 8032+ 83 Linux
/dev/sdb3 17 69039 554427247+ 83 Linux
/dev/sdb4 69040 72824 30403012+ f W95 Ext'd (LBA)
/dev/sdb5s 69040 70344 10482381 fd Linux raid autodetect
/dev/sdb6 70345 71649 10482381 fd Linux raid autodetect
/dev/sdb7 71650 71910 2096451 fd Linux raid autodetect
/dev/sdb8 71911 72171 2096451 fd Linux raid autodetect
/dev/sdb9 72172 72432 2096451 fd Linux raid autodetect
/dev/sdb10 72433 72521 714861 fd Linux raid autodetect
/dev/sdb11 72522 72824 2433816 fd Linux raid autodetect

[root@cmoicelol ~]#

This gives us the following information:

e /dev/sda[6,8,4,11] and /dev/sdb[6,8,4,11] are partitioned to contain OS storage,
mirrored via software RAID via mdadm.

e /dev/sda3 and /dev/sdb3don’t have partitions usable for Linux file systems on them; they are
used for database storage.

What about the disk storage that Exadata uses for database storage? These disk partitions are mapped to the
Exadatalogical unit, or LUN. Let’s show anfdisk output of one of these devices, though, and see what it looks like:

[root@cmoicelol ~]# fdisk -1 /dev/sdc

Disk /dev/sdc: 598.9 GB, 598999040000 bytes
255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Disk /dev/sdc doesn't contain a valid partition table
[root@cmoicelol ~]#

We can see that there is not a valid partition table on the /dev/sdc. This device represents the Exadata Storage
Server LUN.

Note To learn more about Exadata storage entity mapping, please see Recipe 3-1.

How It Works

Each ExadataStorage Server is comprised of 12 physical SAS disks. These disks are primarily used for database storage,
but Oracle uses a small 29 GB chunk of storage on the first two physical disks to house the Oracle Linux operating
system, ExadataStorage Server software, the /boot file system, as well as /var/log/oracle, which contains Cell Services
and log and diagnostics files. Oracle calls this 29 GB slice of storage the System Area.
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All of the storage entities in the System Area are mirrored via software RAID using Linux software RAID. For
example, the Cell Services operating system, cellsrv, is mounted on /opt/oracle on the storage cell. This device is
comprised of physical partitions /dev/sda8 and /dev/sdb8:

[root@cmOicelol oracle]# mdadm -Q -D /dev/md8

/dev/md8:
Version : 0.90
Creation Time : Mon Feb 21 13:06:29 2011
Raid Level : raidi
Array Size : 2096384 (2047.59 MiB 2146.70 MB)

Used Dev Size : 2096384 (2047.59 MiB 2146.70 MB)
Raid Devices : 2
Total Devices : 2
Preferred Minor : 8
Persistence : Superblock is persistent

Update Time : Wed Jul 25 13:33:11 2012
State : clean
Active Devices : 2
Working Devices : 2
Failed Devices : 0
Spare Devices : 0

UUID : 4c4b589f:a2e42e48:8847dbbb:832284bd
Events : 0.110
Number Major Minor RaidDevice State
0 8 8 0 active sync  /dev/sda8
1 8 24 1 active sync  /dev/sdb8

[root@cmoicelol oracle]#

Since the System Area is built on the first two physical disks and only uses a small portion of the total
physical size of the disk, Oracle leaves a large section of the disk unformatted from the host operating system’s
perspective. This resides on /dev/sda3 and /dev/sdb3 and is mapped to an Exadata LUN, available to be used
for an Exadata cell disk.

[root@cmoicelol oraclel# fdisk -1 /dev/sda
Disk /dev/sda: 598.9 GB, 598999040000 bytes

255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sda1 * 1 15 120456 fd Linux raid autodetect
/dev/sda2 16 16 8032+ 83 Linux
/dev/sda3 17 69039 554427247+ 83 Linux
/dev/sda4 69040 72824 30403012+ f W95 Ext'd (LBA)
/dev/sda5s 69040 70344 10482381 fd Linux raid autodetect
/dev/sda6 70345 71649 10482381 fd Linux raid autodetect
/dev/sda7 71650 71910 2096451 fd Linux raid autodetect
/dev/sda8 71911 72171 2096451 fd Linux raid autodetect
/dev/sda9 72172 72432 2096451 fd Linux raid autodetect
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/dev/sda10 72433 72521 714861 fd Linux raid autodetect
/dev/sda11 72522 72824 2433816 fd Linux raid autodetect
[root@cmoicelol oracle]#

Note On the Exadata X3-2 Eighth Rack, only six SAS disks are enabled per storage cell.

1-5. Listing Disk Storage Details on the Compute Servers
Problem

As an Exadata administrator, DBA, or storage administrator, you wish to better understand how storage is allocated,
presented, and used in the Exadata compute server.

Solution
In this recipe, we will show you how to do the following:
e  Reportyour file system details using df
e  Listyour disk partition information using fdisk
¢ Query your SCSI disk device information using 1sscsi
e  Use the MegaCli64 utility to display your LSI MegaRAID device information

e  Listyour physical volume, volume group, and logical volume information using pvdisplay,
vgdisplay, and lvdisplay

Each Exadata compute server in the X2-2 and X3-2 models has four 300GB disks, which are partitioned and
formatted to present a root file system and a single /u01 mount point. The Oracle Grid Infrastructure and 11gR2
Oracle RDBMS binaries are installed on the /u01 mount point. Referring to the imageinfo output, the root file system
is installed on /dev/mapper/VGExaDb-LVDbSys1:

[root@cmo1dbmo1 ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/VGExaDb-LVDbSys130G ~ 22G  6.5G 78% /
/dev/sdal 124M  48M  70M 41% /boot
/dev/mapper/VGExaDb-LVDb0ra199G 52G  42G 56% /u01
tmpfs 81G 4.0M 81G 1% /dev/shm
[root@cmo1dbmo1 ~]#

You can see a 30 GB root file system, a small boot file system, and a 100 GB /u01 mount point. Now let’s look at
anfdisk output:

[root@cmo1dbmo1 ~]# fdisk -1
Disk /dev/sda: 598.8 GB, 598879502336 bytes

255 heads, 63 sectors/track, 72809 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
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Device Boot Start End Blocks Id System
/dev/sda1  * 1 16 128488+ 83 Linux
/dev/sda2 17 72809 584709772+ 8e Linux LVM

[root@cmo1dbmo1l ~]#

We see a 600 GB drive partitioned into /dev/sdal and /dev/sda2 partitions. We know that /dev/sda1 is mounted
to /boot from the df listing, so we also know that the / and /u01file systems are built on logical volumes. An 1sscsi -v
output clues us in that the disks are controlled via an LSI MegaRAID controller:

[root@cmo1dbmo1l ~]# lsscsi -v
[0:2:0:0] disk LSI

dir: /sys/bus/scsi/devices/0:2:0:0
target0:2:0/0:2:0:0]
[root@cmo1dbmo1 ~]#

MR9261-81 2.12 /dev/sda
[/sys/devices/pcio000:00/0000:00:03.0/0000:0d:00.0/host0/

Using MegaCli64 we can display the physical hardware:

[root@cmo1dbmo1l ~]# /opt/MegaRAID/MegaCli/MegaCli64 -ShowSummary -aALL

System
0S Name (IP Address) : Not Recognized
0S Version : Not Recognized
Driver Version : Not Recognized
CLI Version : 8.00.23
Hardware
Controller
ProductName : LSI MegaRAID SAS 9261-81i(Bus 0, Dev 0)
SAS Address : 500605b0021054d0
FW Package Version: 12.12.0-0048
Status : Optimal
BBU
BBU Type : Unknown
Status : Healthy
Enclosure
Product Id : SGPIO
Type : SGPIO
Status : 0K
PD
Connector : Port 0 - 3<Internal>: Slot 3
Vendor Id : SEAGATE
Product Id : ST930003SSUN300G
State : Global HotSpare
Disk Type : SAS,Hard Disk Device
Capacity : 278.875 GB
Power State : Spun down
Connector : Port 0 - 3<Internal>: Slot 2
Vendor Id : SEAGATE
Product Id : ST930003SSUN300G
State : Online
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Exit Co
[root@c

Disk Type
Capacity
Power State

Connector
Vendor Id
Product Id
State

Disk Type
Capacity
Power State

Connector
Vendor Id
Product Id
State

Disk Type
Capacity
Power State

Virtual Drives

Virtual drive

Size
State
RAID Level

de: 0x00
mo1dbmo1 ~]#

: SAS,Hard Disk Device
: 278.875 GB
: Active

: Port 0 - 3<Internal>:
: SEAGATE

: ST930003SSUN300G

: Online

: SAS,Hard Disk Device
: 278.875 GB

: Active

: Port 0 - 3<Internal>:
. SEAGATE

¢ ST930003SSUN300G

: Online

: SAS,Hard Disk Device
: 278.875 GB

: Active

CHAPTER 1

Slot 1

Slot 0

: Target Id 0 ,VD name DBSYS
: 557.75 GB
: Optimal
H

EXADATA HARDWARE

Based on this, we have four 300 GB drives—one hot spare and three active drives in slots 0, 1, and 2. The virtual
drive created with the internal RAID controller matches up in size with the fdisk listing. Since our df listing indicates
we're using logical volume management, we can do a pvdisplay to show our volume group name:

[root@cmo1dbmo1l ~]# pvdisplay

--- Physical volume ---

PV Name /dev/sda2

VG Name VGExaDb

PV Size 557.62 GB / not usable 1.64 MB
Allocatable yes

PE Size (KByte) 4096

Total PE 142751

Free PE 103327

Allocated PE 39424

PV UUID xKSx07-k8Hb-HM52-1GoD-tMKC-Vhx1-0QuNFG

www.it-ebooks.info
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Note that the physical volume size equals the virtual drive size from the MegaCl1i64 output. There’s a single
volume group created on /dev/sda2 called VGExaDB:

[root@cmo1dbmo1 ~]# vgdisplay | egrep '(VG Name|Alloc PE|Free PE)'
VG Name VGExaDb
Alloc PE / Size 39424 / 154.00 GB
Free PE / Size 103327 / 403.62 GB
[root@cmo1dbmo1 ~]#

As you can see, there is approximately 400 GB of free space on the volume group. An lvdisplay shows the swap
partition, LVDbSys1, and LVDbOra1, mounted to / and /u01, respectively:

[root@cmo1dbmo1l ~]# lvdisplay
--- Logical volume ---

LV Name /dev/VGExaDb/LVDbSys1
VG Name VGExaDb

LV UUID wsj1Dc-MXvd-6haj-vCb0o-I8dY-d1t9-18kCwu
LV Write Access read/write

LV Status available

# open 1

LV Size 30.00 GB

Current LE 7680

Segments 1

Allocation inherit

Read ahead sectors auto

- currently set to 256

Block device 253:0

--- Logical volume ---

LV Name /dev/VGExaDb/LVDbSwap1
VG Name VGExaDb

LV UUID iH64Ie-L3Sq-hchp-h1sg-0Pww-pTx5-j0pj6T
LV Write Access read/write

LV Status available

# open 1

LV Size 24.00 GB

Current LE 6144

Segments 1

Allocation inherit

Read ahead sectors auto

- currently set to 256

Block device 253:1

--- Logical volume ---

LV Name /dev/VGExaDb/LVDbOra1
VG Name VGExaDb
LV UUID CnRtDt-h6T3-1iMFO-EZ16-00HP-D6de-xZms60
LV Write Access read/write
LV Status available
# open 1
LV Size 100.00 GB
Current LE 25600
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Segments 1
Allocation inherit
Read ahead sectors auto

- currently set to 256
Block device 253:2

These logical volumes are mapped to /dev/mapper devices:

[root@cmo1dbmo1 ~J# 1s -1ltar /dev/VGExaDb/LVDb*

lrwxrwxrwx 1 root root 28 Feb 20 21:59 /dev/VGExaDb/LVDbSysi -> /dev/mapper/VGExaDb-LVDbSys1
lrwxrwxrwx 1 root root 29 Feb 20 21:59 /dev/VGExaDb/LVDbSwapl -> /dev/mappexr/VGExaDb-LVDbSwap1
lrwxrwxrwx 1 root root 28 Feb 20 21:59 /dev/VGExaDb/LVDbOral -> /dev/mapper/VGExaDb-LVDbOral
[root@cmo1dbmo1 ~]#

How It Works

Each Exadata compute node in the Exadata X2-2 and X3-2 models contains four 300 GB SAS drives controlled with an
LSI MegaRAID controller. Host operating system file systems are mounted from Linux logical volumes, which are built
using volume groups that are based on the physical devices.

For the root and /u01file systems, Oracle elected to employ the Linux kernel device mapper to map physical
block devices to logical device names, which enables flexibility with logical volume management. Oracle does not,
by default, use all of the physical space available; the volume groups have excess capacity, allowing an Exadata
administrator to expand the size of /u01 if necessary, create LVM snapshots for backup and recovery purposes,
and so forth.

1-6. Listing Flash Storage on the Exadata Storage Servers
Problem

As an Exadata administrator, you wish to better understand how flash storage is configured and presented on an
ExadataStorage Server.

Solution

In this recipe, we will show you how to do the following:
e Query your SCSI flash device information using 1sscsi
e Listyour PCI flash module configuration usingflash_dom
e Listyour flash disk partition information using fdisk

From the storage server host’s point of view, you can see your flash devices using 1sscsi:

[root@cmolcelol ~]# 1lsscsi -v|grep MARVELL

[8:0:0:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdn
[8:0:1:0]  disk  ATA MARVELL SD88SA02 D20Y /dev/sdo
.. Flash disks omitted for brevity

[11:0:3:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdac

[root@cmoicelol ~]#

27

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 1 © EXADATA HARDWARE

The flash devices are split into groups of four, 8:,9:, 10:, and 11:; this is because each of the four flash cards have
four FMods. Thus, every ExadataStorage Server will have (4 x 4) = 16 flash devices. You can also use flash_dom -1 to
display details for the PCI flash devices:

[root@cmolcelol ~]# flash dom -1

Aura Firmware Update Utility, Version 1.2.7

Copyright (c) 2009 Sun Microsystems, Inc. All rights reserved..

U.S. Government Rights - Commercial Software. Government users are subject
to the Sun Microsystems, Inc. standard license agreement and

applicable provisions of the FAR and its supplements.

Use is subject to license terms.

This distribution may include materials developed by third parties.

Sun, Sun Microsystems, the Sun logo, Sun StorageTek and ZFS are trademarks
or registered trademarks of Sun Microsystems, Inc. or its subsidiaries,

in the U.S. and other countries.

HBA# Port Name Chip Vendor/Type/Rev MPT Rev Firmware Rev IOC WWID
Serial Number

1. /proc/mpt/iocO LSI Logic SAS1068E B3 105 011b5c00 0 5080020000f21140
0111AP0-1051AU00C4

Current active firmware version is 011b5c00 (1.27.92)

Firmware image's version is MPTFW-01.27.92.00-IT

x86 BIOS image's version is MPTBIOS-6.26.00.00 (2008.10.14)

FCode image's version is MPT SAS FCode Version 1.00.49 (2007.09.21)

D# B__ T Type Vendor  Product Rev Operating System Device Name
1. 0 0 Disk ATA MARVELL SD88SA02 D20Y  /dev/sdn [8:0:0:0]
2. 0 1 Disk ATA MARVELL SD88SA02 D20Y /dev/sdo [8:0:1:0]
3. 0 2 Disk ATA MARVELL SD88SA02 D20Y  /dev/sdp [8:0:2:0]
4. 0 3 Disk ATA MARVELL SD88SA02 D20Y  /dev/sdq [8:0:3:0]

... Flash cards 2-4 omitted for brevity
[root@cmoicelol ~]#
From CellCLI we can see how these flash devices are mapped to usable Exadata Flash entities:

CellCLI> list physicaldisk where disktype='FlashDisk' attributes name,disktype,physicalSize,
slotNumber

FLASH 1 0 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 0"

FLASH 1 1 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 1"

FLASH 1 2 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 2"

FLASH_ 1 3 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 3"

FLASH 2 0 FlashDisk 22.8880615234375G "PCI Slot: 2; FDOM: 0"
. Flash cards 2 1, 2 2, and 2_3 omitted

FLASH 4 0 FlashDisk 22.8880615234375G "PCI Slot: 4; FDOM: 0"

. Flash cards 4 1, 4 2, and 4_3 omitted
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FLASH 5 0 FlashDisk 22.8880615234375G "PCI Slot: 5; FDOM: 0"
. Flash cards 5 1, 5 2, and 5_3 omitted

CellCLI>

Again, we can see the flash devices grouped in sets of four on PCI slots 1, 2, 4, and 5, with each device per PCI slot
residing in FDOM 0, 1, 2, or 3. Anfdisk output for one of the devices shows a 24.5 GB slice of storage. If we multiple
this 24 GB by 16, we arrive at our total flash capacity of each storage cell at 384 GB:

[root@cmolcelol ~]# fdisk -1 /dev/sdz

Disk /dev/sdz: 24.5 GB, 24575868928 bytes
255 heads, 63 sectors/track, 2987 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Disk /dev/sdz doesn't contain a valid partition table
[root@cmO1celol ~]#

How It Works

Exadata flash storage is provided by Sun Flash Accelerator F20 PCI flash cards. In the Exadata X2 models, there are
four 96 GB PCI flash cards per storage cell, and on the X3-2 and X3-2 models, there are four 384 GB PCI flash cards
per storage cell.

Each PCI flash card has a device partitioned per FDom, yielding 16 flash devices. These flash devices are
manifested as ExadataStorage Server flash disks and used for Smart Flash Cache and Smart Flash Logging.

1-7. Gathering Configuration Information for the

InfiniBandSwitches
Problem

As an Exadata administrator, you wish to better understand the configuration of your InfiniBand switches.

Solution

The quickest way to get a feel for how your InfiniBand switches are configured is to log in to the Web ILOM (Integrated
Lights Out Management) interface. Figure 1-3 shows the InfiniBand firmware version details from the ILOM web
interface:.
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© OO /) orackiR) Integrated Lights ¢ » | -
€ © C X buss//172.16.1.24/iPages/suntab.asp RN
|_asouT |

User: root Role: aucro SP Hostname: cm01sw-ib3

Oracle® Integrated Lights Out Manager

Versions
View the version of ILOM firmware currently in use.

Version Information

Property Value

SP Firmware Version ILOM 3.0

SP Firmware Build Number | 47111

SP Firmware Date SatMay 1 16:39:51 IST 2010
SP Filesystem Version 0.1.22

Figure 1-3. InfiniBand firmware version from ILOM web interface

Figure 1-4 displays the InfiniBand management network configuration.

© O O /) oracle(®) Integrated Lights ¢ » |

E——
&« C A | % https://172.16.1.24/iPages /suntab.asp ITae. ¢

User: root Role: aucro SP Hostname: cm01sw-ib3 (‘

>

Oraclee Integrated Lights Out Manager

R N i N | LW

| Access | Alert ‘ Network | Clock | Timezone ‘ Syslog ‘ SMTP Client ‘

Network Settings

View the MAC address and configure network settings for the Service Processor fram this page. DHCP is the default mode, but you can manually configure a static IP Address, Netmask, and Gateway.

State: & Enabled
MAC Address: 00:E0:4B:32:5A43
IP Discovery Mode: ()DHCP (@) Static

IP Address: [17216.1.24
Netmask: 255.255.255.0
Gateway: [17246.1.1
Network Tools

Access 100ls 10 test the netwark configuration.

Figure 1-4. InfiniBand management network configuration from ILOM web interface
Now, log directly in to one of our InfiniBand switches as root and check your operating system version and

release:

Macintosh-7:~ jclarke$ ssh root@cmoisw-ib2
root@cm01sw-ib2's password:

Last login: Sun Jul 22 02:34:23 2012 from 172.16.150.11
[root@cmo1sw-ib2 ~]#uname -a
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Linux cmO1sw-ib2 2.6.27.13-nm2 #1 SMP Thu Feb 5 20:25:23 CET 2009 1686 i686 1386 GNU/Linux
[root@cmOlsw-ib2 ~]# cat /etc./redhat-release

Cent0S release 5.2 (Final)

[root@cmO1sw-ib2 ~]#

The InfiniBand switches are running a 32-bit CentOS Linux operating system. The storage details can be
displayed using df and fdisk commands, and show a small 471 MB root file system build on two internal disk drives.

[root@cmO1sw-ib2 ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/hda2 471M  251M 197M  56% /

tmpfs 250M 16K 250M 1% /dev/shm
tmpfs 250M 228K 249M 1% /tmp

[root@cmO1sw-ib2 ~]# fdisk -1

Disk /dev/hda: 512 MB, 512483328 bytes
255 heads, 63 sectors/track, 62 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/hda1  * 1 1 8001 83 Linux
/dev/hda2 2 62 489982+ 83 Linux

[root@cmOlsw-ib2 ~]#

You can list InfiniBand version details by running the version command from the shell prompt on the InfiniBand
switch:

[root@cmo1sw-ib2 ~]# version
SUN DCS 36p version: 1.3.3-2
Build time: Apr 4 2011 11:15:19
SP board info:

Manufacturing Date: 2010.08.21
Serial Number: "NCD4V1753"
Hardware Revision: 0x0005
Firmware Revision: 0x0000

BIOS version: SUNOR100

BIOS date: 06/22/2010
[root@cmolsw-ib2 ~]#

The InfiniBand switches use an OpenSMInfiniBand subnet manager to manage the switch configuration. Details
of the OpenSM configuration are contained in the /etc./opensm/opensm. conf file:

[root@cmOlsw-ib2 opensm]# head -10 /etc./opensm/opensm.conf
#
# DEVICE ATTRIBUTES OPTIONS
#

# The port GUID on which the OpenSM is running
guid 0x0000000000000000

# M_Key value sent to all ports qualifying all Set(PortInfo)

m_key 0x0000000000000000
[root@cmO1sw-ib2 opensm]#
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How It Works

The Exadata compute servers communicate with the storage servers in the storage grid over InfiniBand. Additionally,
the Oracle 11gR2 RAC cluster interconnect runs on the same InfiniBand network and over the same InfiniBand
switches.

There are typically very few administrative tasks required on the InfiniBand switches. Periodically, as you
patch Exadata, you may encounter the tasks of upgrading firmware on the InfiniBand switches. This has the effect of
updating the firmware version and potentially changing the OpenSM configuration.

Both the storage servers and compute servers are dual-port connected to each of two InfiniBand leaf switches in
an Exadata rack. In both cases, a bonded InfiniBand interface is created and enabled on the server.
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Exadata Software

Exadata’s fast, balanced hardware configuration provides an Oracle infrastructure capable of delivering high
performance for Oracle databases, but the hardware is only part of the equation. To truly deliver extreme performance,
Oracle has designed and deployed several key software solutions inside Exadata, each of whose primary goal is to
either reduce the demand for I/O resources or boost the speed of I/O operations. Oracle’s performance goal with
Exadata was to eliminate I/O as the bottleneck for database operations. Oracle has been successful in meeting this goal
by not only leveraging performance capabilities with Oracle 11gR2 database, grid infrastructure, and Oracle ASM, but
also by developing InfiniBand-aware I/O communication protocols into the Oracle software stack that fundamentally
changes how Oracle performs physical I/0. Each of these Exadata software features works without application code
modification and, under the right conditions, each of these can be used to deliver extreme performance.

This chapter will be centered on how Oracle 11gR2 software, database, and Automatic Storage Management
(ASM) operates on an Oracle Exadata Database Machine, specifically focused on providing the reader with a technical
understanding of Oracle on Exadata. In addition, we will include an introductory recipe that provides a description
of some of Exadata’s unique software features. Since Oracle’s unique storage server software features are the keys to
delivering extreme performance on Exadata, they will be covered in greater detail in Chapters 15 through 19.

2-1. Understanding the Role of Exadata Storage Server Software
Problem

As an Exadata owner or administrator, you've been sold on the extreme performance features that Exadata offers and
wish to understand a brief summary of how these features will impact your workload.

Solution

In this recipe, we will provide a brief summary of what each of the unique Exadata Storage Server software features
is designed to accomplish and point out any administrator or workload characteristic impact. Table 2-1 summarizes
these additional Exadata software features.
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How It Works

The Oracle Exadata Database Machine is a combination of balanced, fast hardware and unique Exadata Storage
Server software. Exadata is designed for extreme performance for all database workloads, and the Exadata storage
software is what enables the machine to deliver to these goals.

While Exadata’s hardware configuration is designed to fully and evenly utilize the assorted hardware components
that comprise the machine, the goal of the software is to reduce the demand for I/O resources by eliminating
unnecessary operations. Each of Exadata’s software features satisfies this goal in its own way:

e  Smart Scan reduces storage interconnect traffic by eliminating unneeded rows and columns,
improving query response times while reducing total CPU and memory requirements on the
database server.

e  Hybrid Columnar Compression reduces disk space usage and typically yields faster query
times as fewer blocks are required to satisfy the same operation.

e  Smart Flash Cache reduces physical disk I/O by caching data in PCI flash, which offers lower
I/0 latency than physical disks.

e Smart Flash Logging reduces write I/O to physical disks when the disk DRAM cache is
saturated, cushioning redo writes in PCI flash.

e  Storage Indexes enable Exadata to skip regions of storage without needing to actually read
from disk.

e I/O Resource Management prioritizes I/O requests to more important resources higher than
less important resources, enabling the critical databases to operate within the parameters of
performance SLAs.

2-2. Validating Oracle 11gR2 Databases on Exadata
Problem

With help from Oracle ACS or a partner, you have just installed and configured the Oracle Exadata Database Machine
in your environment and wish to validate the health and configuration of the Oracle 11gR2 database(s) on your
platform. Specifically, you wish to understand how the Oracle RDBMS software and database installation is similar to
or different from a non-Exadata Oracle 11gR2 installation on Linux.

Solution

On the Exadata compute servers or database servers, Oracle 11gR2 is installed and the database instances on each
node are 11gR2 database instances. In this recipe, we will provide a number of steps to confirm Oracle software
version information and Exadata-specific database configurations.

Begin by logging in to SQL*Plus on one of your Exadata databases and checking your Oracle version:

[oracle@cmo1dbmo1l ~]$ sqlplus / as sysdba
SQL*Plus: Release 11.2.0.3.0 Production on Fri Jul 27 01:40:00 2012
Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:
Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 - 64bit Production

With the Partitioning, Real Application Clusters, Automatic Storage Management, OLAP,
Data Mining and Real Application Testing options
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SQL> select * from v$version;

BANNER

Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 - 64bit Production
PL/SQL Release 11.2.0.3.0 - Production

CORE 11.2.0.3.0 Production

TNS for Linux: Version 11.2.0.3.0 - Production

NLSRTL Version 11.2.0.3.0 - Production

SOL>

From this output, you can see that you are running Oracle Enterprise Edition, 64-bit 11.2.0.3.0. If you query
DBA_REGISTRY, you will see the various components installed, along with their versions, in this database:

SOL> select comp_name,version,status from dba_registry

2/
COMP_NAME VERSION STATUS
Oracle Expression Filter 11.2.0.3.0 VALID
Oracle Enterprise Manager 11.2.0.3.0 VALID
Oracle XML Database 11.2.0.3.0 VALID
Oracle Workspace Manager 11.2.0.3.0 VALID
Oracle Database Catalog Views 11.2.0.3.0 VALID
Oracle Database Packages and Types 11.2.0.3.0 VALID
Oracle Real Application Clusters 11.2.0.3.0 VALID
JServer JAVA Virtual Machine 11.2.0.3.0 VALID
Oracle XDK 11.2.0.3.0 VALID
Oracle Database Java Packages 11.2.0.3.0 VALID

10 rows selected.
SQL>

On Exadata, databases are typically clustered across compute server nodes with Oracle Real Application Clusters.
You can validate this by checking your cluster-related database initialization parameters:

SOL> show parameter cluster

NAME TYPE VALUE
cluster database boolean TRUE

cluster database_instances integer 2
cluster_interconnects string 192.168.10.1
SoL>

The cluster_inerconnects parameter, in this case, shows the InfiniBand IP address associated with the bonded
InfiniBand interface on the instance’s compute server.

Oracle databases on Exadata utilize the 11gR2 Grid Infrastructure. To manage or configure cluster resources on
Exadata, use srvctl. The database resource configuration and bounce the database is displayed:
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[oracle@cmo1dbmo1l ~]$ srvctl config database -d dwprd
Database unique name: dwprd

Database name: dwprd

Oracle home: /u01/app/oracle/product/11.2.0.3/dbhome_1
Oracle user: oracle

Spfile: +DATA_CM01/dwprd/spfiledwprd.ora

Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools: dwprd

Database instances: dwprdi,dwprd2

Disk Groups: DATA CM01,RECO_CMo1

Mount point paths:

Services:

Type: RAC

Database is administrator managed

[oracle@cmo1dbmo1l ~]$ srvctl stop database -d dwprd
[oracle@cmo1dbmol ~]$ srvctl start database -d dwprd
[oracle@cmo1dbmol ~]$ srvctl status database -d dwprd
Instance dwprdil is running on node cmo01dbmo1

Instance dwprd2 is running on node cm01dbmo2
[oracle@cmo1dbmol ~]$

All database storage on Exadata resides in Oracle Automated Storage Management, or Oracle ASM. You can run
the query in Listing 2-1 to list the data files for the tablespaces in an Exadata database:

Listing 2-1. 1st02-01-dbfiles.sql

SQL> select 'Data Files' type,substr(name,1,instr(name,'/',1,2)-1) asm dg,count(*) cnt
from v$datafile

group by substr(name,1,instr(name,'/"',1,2)-1)

union

select 'Temp Files',substr(name,1,instr(name,'/',1,2)-1) asm dg, count(*) cnt

from v$tempfile

group by substr(name,1,instr(name,'/",1,2)-1)

union

select 'Redo Member',substr(member,1,instr(member,'/",1,2)-1) asm dg, count(*) cnt
from v$logfile

group by substr(member,1,instr(member,'/",1,2)-1)

/

File Type ASM Disk Location Number of Files
Data Files +DATA_CM0O1/visx 239
Redo Member +RECO_CMO1/visx 6
Temp Files +DATA_CMo1/visx 5

You can see that in this database, the data files are stored in both the +DATA_CM01 and +RECO_CM01 ASM
disk groups.
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How It Works

As this recipe has hopefully demonstrated, the Oracle database on Exadata is just like any other Oracle 11gR2
database running Oracle Enterprise Edition with Oracle RAC and Oracle ASM. A database administrator can create,
delete, and manage databases just as he or she would on a non-Exadata platform.

2-3. Validating Oracle 11gR2 Grid Infrastructure on Exadata
Problem

You've just installed your Exadata Database Machine and wish to understand the Grid Infrastructure details.
Specifically, you wish to contrast Oracle Grid Infrastructure on Exadata with a Grid Infrastructure installation on non-
Exadata environments.

Solution

In this recipe, we will examine Oracle Cluster Ready Services (CRS) configuration on Exadata. On Exadata, as is the
case in non-Exadata systems, Oracle CRS runs as part of the Oracle 11gR2 Grid Infrastructure software stack.
Begin by logging in to a compute node server as the Grid Infrastructure software owner, which in our case is grid:

Macintosh-7:~ jclarke$ ssh grid@cmoidbmol
grid@cmo1dbmol's password:

Last login: Mon Feb 20 23:03:49 2012 from cmo1dbm02
The Oracle base has been set to /u01/app/grid
[grid@cmoidbmo1 ~]$

We typically encourage setting an environment variable to specify the Grid Infrastructure software home. In this
display, we've specified this as CRS_HOME:

[grid@cmoidbmo1l ~]$ echo $CRS HOME
/u01/app/11.2.0/grid

[grid@cmo1dbmo1l ~]$ grep CRS_HOME ~/.bash profile
export CRS_HOME=/u01/app/11.2.0/grid

export ORACLE HOME=$CRS_HOME

[grid@cmoidbmo1 ~]$ cat/etc./oratab|grep ASM
+ASM1:/u01/app/11.2.0.3/grid:N

[grid@cmoidbmo1 ~]$

We are also displaying the contents of /etc/oratab for our local Oracle ASM instance, which on the first
compute node server is +ASM1. Oracle Grid Infrastructure is a collection of software and utilities designed to
manage grid resources, such as database instances, Oracle ASM instances, grid network resources, and so forth.
In other words, Grid Infrastructure is responsible for managing Oracle cluster resources. On an Exadata Database
Machine with four Oracle RAC databases spread across two compute node servers, we can display our cluster
resources using crsctl:

[grid@cmoidbmol ~]$ $CRS HOME/bin/crsctl stat res -t
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ora.DATA_CMo1.dg

ONLINE ONLINE cm01dbmo1

ONLINE ONLINE cm01dbm02
ora.DBFS_DG.dg

ONLINE ONLINE cmo1dbmo1

ONLINE ONLINE cm01dbm02
ora.LISTENER.1lsnr

ONLINE ONLINE cm01dbmo1

ONLINE ONLINE cm01dbmo2

... Addtional cluster resources omitted

We have abbreviated the previous output for sake of brevity, but if we format the output of crsctl using the
following program, we can get an easy-to-read listing of our cluster resources, as displayed in Listing 2-2.

Listing 2-2. 1st02-02-crsstat.sh

[grid@cmoidbmo1 ~]$ cat /tmp/crsstat

#!/usxr/bin/ksh

ORA_CRS_HOME=/u01/app/11.2.0.3/grid

RSC_KEY=$1

0STAT=-u

AWK=/bin/awk # if not available use /usr/bin/awk

# Table header:echo ""
$AWK \
'BEGIN {printf "%-45s %-10s %-18s\n", "HA Resource", "Target", "State";

printf "%-45s %-10s %-18s\n", "----------- y | mmm=e- y mmm-- "5

# Table body:
$ORA_CRS HOME/bin/crs stat $QSTAT | $AWK \
'BEGIN { FS="="; state = 0; }
$1~/NAME/ 8& $2~/'$RSC KEY'/ {appname = $2; state=1};
state == 0 {next;}
$1~/TARGET/ 83 state == 1 {apptarget = $2; state=2;}
$1~/STATE/ &8 state == 2 {appstate = $2; state=3;}
state == 3 {printf "%-45s %-10s %-18s\n", appname, apptarget, appstate;
state=0;}'

[grid@cmo1dbmo1l ~]$ crsstat

HA Resource Target State

ora.DATA (CMo1.dg ONLINE ONLINE on cm01dbmoO1
ora.DBFS_DG.dg ONLINE ONLINE on cmo1dbmo1
ora.LISTENER.1snr ONLINE ONLINE on cm01dbmo1
ora.LISTENER_SCAN1.lsnr ONLINE ONLINE on cm01dbmo02
ora.LISTENER_SCAN2.lsnr ONLINE ONLINE on cm01dbmo1

.. Additional output omitted
[grid@cmoidbmo1l ~]$
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Asyou can see, we have multiple cluster resources in our cluster, including four databases, ASM instances,
networks, SCAN listeners, ASM disk groups, Oracle Notification Services, and so on.

Oracle Grid Infrastructure cluster resources can be stopped and started using $CRS_HOME/bin/crsctl, just as you
would with a non-Exadata Grid Infrastructure environment. Stop your cluster by running these commands:

[root@cm01dbmol ~]# /u01/app/11.2.0.3/grid/bin/crsctl stop cluster -f -all
CRS-2673: Attempting to stop 'ora.crsd' on 'cmoidbmo1'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on 'cm0idbmo1’
CRS-2673: Attempting to stop 'ora.DBFS_DG.dg' on 'cmO1dbmo1'

CRS-2673: Attempting to stop 'ora.registry.acfs' on 'cmoidbmo1’

(RS-2673: Attempting to stop 'ora.dwprod.db' on 'cmoidbmo1’

CRS-2673: Attempting to stop 'ora.dwprd.db' on 'cmoidbmo1’

CRS-2673: Attempting to stop 'ora.visx.db' on 'cmoidbmo1'

... lines omitted for brevity

CRS-2677: Stop of 'ora.cssd' on 'cm01dbm01' succeeded

CRS-2673: Attempting to stop 'ora.diskmon' on 'cmoidbmo1’

CRS-2677: Stop of 'ora.diskmon' on 'cm01dbmol' succeeded

CRS-4688: Oracle Clusterware is already stopped on server 'cmoidbmo2'
[root@cmo1dbmo1l ~]#

Stopping the cluster shuts down the cluster resources that Grid Infrastructure manages. You can see what
processes are still running following a cluster shutdown:

[root@cmo1dbmo1 ~]# ps -ef|grep grid

root 7104 1 0 14:09 ? 00:00:02 /u01/app/11.2.0.3/grid/bin/ohasd.bin reboot

grid 8235 1 0 14:09 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/oraagent.bin

grid 8247 1 0 14:09 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/mdnsd.bin

grid 8257 1 0 14:09 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/gpnpd.bin

root 8345 1 0 14:09 ? 00:00:08 /u01/app/11.2.0.3/grid/bin/orarootagent.bin

grid 8346 1 0 14:09 ? 00:00:02 /u01/app/11.2.0.3/grid/bin/gipcd.bin

root 8359 1 0 14:09 ? 00:00:02 /u01/app/11.2.0.3/grid/bin/osysmond.bin

root 9251 1 0 14:10 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/ologgerd -m cm01dbmo2 -r
-d /u01/app/11.2.0.3/grid/crf/db/cmo1dbmo1l

root 10186 28645 0 14:51 pts/0 00:00:00 grep grid

grid 15037 1 0 14:15 ? 00:00:00 /u01/app/11.2.0.3/grid/ccr/bin/nmz -cron -silent

[root@cmo1dbmo1 ~]#
To shut down all of the Grid Infrastructure cluster components, run crsctl stop crs:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl stop crs

CRS-2791: Starting shutdown of Oracle High Availability Services-managed resources on 'cm01dbmo1’
CRS-2673: Attempting to stop 'ora.mdnsd' on 'cmoidbmo1'

CRS-2673: Attempting to stop 'ora.drivers.acfs' on 'cmOidbmo1'

CRS-2673: Attempting to stop 'ora.crf' on 'cmoidbmo1’

CRS-2677: Stop of 'ora.drivers.acfs' on 'cm01dbmol' succeeded

CRS-2677: Stop of 'ora.mdnsd' on 'cm01dbmol' succeeded

CRS-2677: Stop of 'ora.cxrf' on 'cm0ldbmol' succeeded

CRS-2673: Attempting to stop 'ora.gipcd' on 'cmoidbmo1’

CRS-2677: Stop of 'ora.gipcd' on 'cm01dbmOl' succeeded

(RS-2673: Attempting to stop 'ora.gpnpd' on 'cmo1dbmo1’

CRS-2677: Stop of 'ora.gpnpd' on 'cm01dbm01' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources on 'cm01dbmo1l' has
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completed
CRS-4133: Oracle High Availability Services has been stopped.
[root@cmo1dbmo1 ~]#

To start your cluster resources, run the command on each compute node:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl start crs
CRS-4123: Oracle High Availability Services has been started.
[root@cmo1dbmo1 ~]#

How It Works

Exadata compute server nodes run Oracle Enterprise Edition 11gR2 Grid Infrastructure to facilitate and manage
databases and other resources or processes across the compute grid. From a technical perspective, the installation,
configuration, and administration of Grid Infrastructure on Exadata is identical to Grid Infrastructure on non-Exadata
systems. Generally speaking, most companies segregate ownership of processes and software by running the Grid
Infrastructure components with a different Linux account than the account that owns the Oracle 11gR2 RDBMS
software and database instances, but this is not required.

An administrator manages Grid Infrastructure components the same way he or she would on a non-Exadata
11gR2 Grid Infrastructure environment. This is a key benefit of Exadata from an operational labor standpoint; if you
have Oracle administrators who understand and are trained on Oracle 11gR2, Grid Infrastructure, and Oracle Real
Application Clusters, you should be well-prepared to confidently manage your Oracle Exadata compute infrastructure.

On Exadata, Oracle has elected to store the Oracle Cluster Registry (OCR) and voting disks on Oracle ASM disk
groups, mapped to Exadata storage server grid disks. Most processes in Exadata’s Oracle 11gR2 Grid infrastructure
perform the same functions as non-Exadata 11gR2 installations, but one software component that plays a special role
in Exadata environments is the diskmon process and associated processes:

[root@cmo1dbmo1l ~]# ps -ef|egrep '(diskmon]|dsk)'

root 884 23558 0 11:09 pts/0  00:00:00 egrep (diskmon]|dsk)

grid 20500 1 0 Jul27 ? 00:01:00 /u01/app/11.2.0.3/grid/bin/diskmon.bin -d -f
grid 21408 1 0 Jul27 ? 00:00:00 asm_dskm_+ASM1

oracle 22179 1 0 Jul27 ? 00:00:01 ora_dskm visxi

oracle 22217 1 0 Jul27 ? 00:00:01 ora_dskm_dwprdi

oracle 31932 1 0 Jul28 ? 00:00:00 ora_dskm visy1

[root@cmo1dbmo1l ~]#

diskmon itself runs on all Oracle 11gR2 installations, but it only serves a true purpose on Exadata. Its role is to monitor
storage network and cell monitoring processes, validate that the storage cells are alive, handle storage failures and I/0
fencing, monitor and control messages from database and ASM instances to storage cells, and send database resource
management plans to storage servers. In addition to the master diskmon process, each database instance on the
compute nodes run a single ora_dskm slave process as previously displayed.

Along with diskmon, two additional ASM processes perform a role on the Exadata compute servers: xdmg and xdwk:

e  XDMG monitors configured Exadata storage cells for storage state changes and performs
whatever events are required with ASM disks based on these state changes.

e  XDWK s started whenever state changes take place, such as when ASM disk DROP, ADD, or
ONLINE operations are performed. It runs asynchronously and shuts down automatically
after a period of inactivity.

You can see the xdmg and xdwk processes running on an Exadata compute nodes during a time after a cell server’s
grid disks are inactivated and subsequently activated:
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[grid@cmoidbmol ~]$ ps -ef|grep -i xd|grep -v grep

grid 15387 1 0 11:28 ? 00:00:00 asm_xdwk_+ASM1
grid 21441 1 0 Jul27 ? 00:00:10 asm_xdmg_+ASM1
[grid@cmoidbmo1 ~]$

2-4. Locating the Oracle Cluster Registry and Voting Disks on Exadata
Problem

You wish to determine the location and configuration of your Oracle Cluster Registry and voting disks on Oracle
Exadata.

Solution

The Oracle 11gR2 Cluster Registry (OCR) and voting disks are stored on Oracle ASM disk groups on Exadata. In an
Oracle 11gR2 Grid Infrastructure environment running Oracle Clusterware, regardless of whether you are on Exadata
or not, the OCR location is specified in /etc/oracle/ocr.loc. Begin by logging in to a compute node and checking
the contents of your ocr. loc file:

[root@cmo1dbmo1 ~]# locate ocr.loc
/etc/oracle/ocr.loc

[root@cmo1dbmo1l ~]# cat /etc/oracle/ocr.loc
ocrconfig loc=+DBFS_DG
local only=FALSE

[root@cmo1dbmo1 ~]#

Asyou can see, the OCR is contained in the DBFS_DG ASM disk group. Starting with Oracle 11gR2, you can store
your OCR inside an ASM disk group, and on Exadata this is the default and preferred. You can run ocrcheck from the
Grid Infrastructure Oracle software location to examine additional details about your OCR:

[root@cmO1dbmol ~]# /u01/app/11.2.0.3/grid/bin/ocrcheck
Status of Oracle Cluster Registry is as follows :

Version : 3
Total space (kbytes) : 262120
Used space (kbytes) : 3500
Available space (kbytes) : 258620
ID : 1833511320
Device/File Name :  +DBFS_DG

Device/File integrity check succeeded
Device/File not configured
Device/File not configured
Device/File not configured
Device/File not configured

Cluster registry integrity check succeeded

Logical corruption check succeeded

[root@cmo1dbmo1 ~]#

As with non-Exadata Grid Infrastructure installations, Oracle automatically makes a backup of the OCR every
four hours, and you can find the backup location and backup details using ocrconfig -showbackup:
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[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/ocrconfig -showbackup
cm01dbmo1 2012/07/27 12:59:47 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backup00.ocr

cm01dbmo1 2012/07/27 08:59:47 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backupol.ocr
cmo1dbmo1 2012/07/27 04:59:46 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backupo2.ocr
cmo1dbmo1 2012/07/26 04:59:45 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/day.ocr
cmo1dbmo1 2012/07/13 20:59:24 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/week.ocr
cm01dbmo1 2011/05/03 16:11:19 /u01/app/11.2.0/grid/cdata/cmo1-cluster/

backup_20110503_161119.0cr
[root@cmo1dbmo1 ~]#

On Exadata, the clusterware voting disks are also stored in an Oracle ASM disk group, as indicated:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl query css votedisk
## STATE File Universal Id File Name Disk group

1. ONLINE 94835d3d9c44f94bfe7bb831758104a (0/192.168.10.4/DBFS DG CD 06 _cmoicelo2) [DBFS DG]
2. ONLINE 61fb620328a24f87bf8c4a0ac0275cd1l (0/192.168.10.5/DBFS DG_CD 05 cm0icelo3) [DBFS DG]
3. ONLINE obfafeda13974f16bf4d9oef6317aa7f (0/192.168.10.3/DBFS DG _CD 05 cmOicelol) [DBFS DG]
Located 3 voting disk(s).
[root@cmo1 dbmo1 ~]

You can see that Exadata builds three copies of the voting disk, each stored in the DBFS_DG ASM disk group, with
copies on each of your three Exadata Storage Servers.

Note On Exadata Half Rack and Full Rack models, Oracle will create three copies of the voting disk on the first three
grid disks containing the DBFS_DG disk group and not containing the System Area.

How It Works

On Exadata, Oracle has elected to store the Oracle Cluster Registry (OCR) and voting disks on Oracle ASM disk groups,
mapped to Exadata storage server grid disks. The OCR and voting disks are typically stored in the DBFS_DG ASM disk
group and associated grid disks.

It is worth mentioning Oracle’s rationale for placing the OCR and voting disks in the DBFS_DG ASM disk group.
Based on our experience, which started with Oracle Exadata X2-2 models in late 2010, a default Exadata installation
will create and configure storage server grid disks and associated ASM disk groups based on customer requirements.
It will also create a set of grid disks prefixed with DBFS_DG, intended for use with Oracle DBFS ASM disk groups.
Contrary to the other grid disks, which span all 12 cell disks on all storage server nodes, the DBFS_DG grid disks are only
built on the 10 cell disks that do not contain the storage cell’s System Area. This is Oracle’s solution to addressing a
potential “gap” of unusable capacity.

CellCLI> list griddisk where name like 'DBFS_DG_.*' attributes name,cellDisk,size

DBFS DG CD_02_cmoOicelol CD_02_cmoicelol 29.125G
DBFS_DG_CD_03_cmo1celo1l CD_03_cmoicelo1 29.125G
DBFS_DG_CD_04_cm0icelo1l CD_04_cmoicelol 29.125G
DBFS_DG_CD_05_cmoicelo1 CD_05_cmo1icelol 29.125G
DBFS_DG_CD_06_cmo01celol CD_06_cmo1celol 29.125G
DBFS_DG_CD_07_cmoO1celo1 CD_07_cmo01celo1 29.125G
DBFS_DG CD_08_ cmoO1celo1 CD_08_cmoO1celo1 29.125G
DBFS_DG_CD_09_cmo1celo1l CD_09_cmoicelo1 29.125G
DBFS_DG_CD_10_cmo01celol CD_10_cmo1celo1 29.125G
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DBFS_DG_CD_11_cmoO1icelo1 CD_11_cmo1celo1 29.125G
CellCLI>
Note that cell disks 00 and 01 are missing from the above grid disk listing. Building DBFS_DG grid disks on the

remaining cell disks is Oracle’s way of attempting to maximize capacity utilization across physical disks in an Exadata
storage cell, and it happens to also be a convenient, but not required, location for the OCR file and voting disks.

Note To learn more about how storage entities are defined on Exadata Storage Servers, please refer to Recipes 1-4,
3-1,and 3-2.

2-5. Validating Oracle 11gR2 Real Application Clusters
Installation and Database Storage on Exadata
Problem

As an Exadata Database Machine administrator, or DMA, you wish to validate the Oracle Real Application Clusters
configuration on your Exadata compute servers.

Solution

This recipe will focus on validating your Oracle 11gR2 Real Application Clusters installation and database storage on
Oracle Exadata. Specifically, you will complete the following steps:

1. Login to an Exadata compute node.

2. Check the status of the cluster resources.

3. Ensure that none of your resources are OFFLINE.

4. Checkyour Oracle CRS version and confirm that it conforms with your current Exadata
software versions.

5. Query configuration information about one of your databases running on the compute node.

6. List Oracle ASM storage configuration for one of your databases.

Begin by logging in to one of our compute servers and listing your Oracle Clusterware resources:

Macintosh-7:~ jclarke$ ssh root@cm01dbmo1

root@cmo1dbmol's password:

Last login: Fri Jul 27 14:32:42 2012 from 172.16.150.10
[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl stat res -t

ora.DATA CMo1.dg
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ONLINE
ONLINE
ora.DBFS_DG.dg
ONLINE
ONLINE
ora.LISTENER.lsnr
ONLINE
ONLINE
ora.RECO_(CMo1.dg
ONLINE
ONLINE

... Additional CRS resources omitted

[root@cmo1dbmo1l ~]#

ONLINE
ONLINE

ONLINE
ONLINE

ONLINE
ONLINE

ONLINE
ONLINE

cmo1dbmo1
cm01dbmo2

cmo1dbmo1
cm01dbmo2

cmo1dbmo1
cm01dbmo2

cmo1dbmo1
cm01dbmo2

CHAPTER 2
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As you can see, we have several Oracle Clusterware resources running under Oracle Grid Infrastructure CRS

services. Query your Oracle CRS version by running crsctl query crs activeversion:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl query crs activeversion

Oracle Clusterware active version on the cluster is [11.2.0.3.0]

[root@cmo1dbmo1 ~]#

From this listing, we know that on this Exadata compute server we’re running Oracle Clusterware 11.2.0.3.0.
From the crs_stat output, we see four database resources (one of which is shut down), ASM resources, and Grid
Infrastructure network resources.

You can examine the resource configuration of one of your databases using srvctl:

[oracle@cmo1dbmol ~]$ srvctl config database -d visx

Database unique name: v
Database name: visx

Oracle home: /u01/app/oracle/product/11.2.0.3/dbhome_1

Oracle user: oracle

isx

Spfile: +DATA_CM01/visx/spfilevisx.ora

Domain:

Start options: open
Stop options: immediate
Database role: PRIMARY
Management policy: AUTO
Server pools: visx

Database instances: visxi1,visx2
Disk Groups: DATA_CM01,RECO_CMo1

Mount point paths:
Services:
Type: RAC

Database is administrator managed

[oracle@cmo1dbmo1 ~]$

MATIC

Our VISX database consists of two instances, visx1 and visx2, configured with Oracle RAC. We can also see that
this database uses the DATA_CM01 and RECO_CM01 ASM disk groups, the binary server parameter file (spfile) resides
in the DATA_CM01 ASM disk group, as well as the instance’s Oracle software home. Let’s validate which server each

instance runs on:

[oracle@cm01dbmo1 ~]$ srvctl status database -d visx
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Instance visx1 is running on node cm01dbmO1
Instance visx2 is running on node cm01dbm02
[oracle@cmo1dbmol ~]$ nslookup cm0idbmo1
sServer: 11.11.1.250
Address: 11.11.1.250#53

Name:  cm01dbmo1.centroid.com
Address: 172.16.1.10

[oracle@cmo1dbmol ~]$ nslookup cm01dbmo2
Server: 11.11.1.250
Address: 11.11.1.250#53

Name: cm01dbmo2.centroid.com
Address: 172.16.1.11

[oracle@cmo1dbmol ~]$

We know from Oracle documentation that database storage on Exadata is achieved solely using Oracle ASM, so
let’s take a look at some of our tablespace data file storage:

SYS @ visx1> select tablespace _name,file_name
from dba_data_files
where rownum < 6

/

TABLESPACE_NAME FILE_NAME

SYSTEM +DATA_CMo1/visx/datafile/system.329.784250757

APPS_TS_TX DATA +DATA_CMo1/visx/datafile/apps_ts_tx_data.321.784250567
APPS_TS_TX_IDX +DATA_CMo1/visx/datafile/apps_ts_tx_idx.378.784251053
UNDO_TBS +DATA_CMo1/visx/datafile/undo_tbs.259.784250095
APPS_TS_NOLOGGING +DATA_CMo1/visx/datafile/apps_ts_nologging.415.784251657

5 rows selected.

Our tablespaces are stored in an ASM disk group called DATA_CMO1. Let’s examine the disks that make up this
ASM disk group:

SYS @ visx1> select a.name,b.path,b.state,a.type,b.failgroup
from v$asm_diskgroup a, v$asm_disk b
where a.group_number=b.group_number
and a.name="'DATA CMo1'
order by 2,1

/

Disk Group Disk State TYPE Failgroup
DATA_CMo1 0/192.168.10.3/DATA_CD_00_cmoicelol  NORMAL NORMAL CMO1CELO1
DATA_CMo1 0/192.168.10.3/DATA_CD_01_cmo1celol NORMAL NORMAL CMo1CELO1
DATA_CMo1 0/192.168.10.3/DATA_CD_02_cmo1celol NORMAL NORMAL CMo1CELO1
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DATA_CMo1 0/192.168.10.3/DATA_CD_03_cm0O1celo1 NORMAL NORMAL CMo1CELO1
DATA (CMo1 0/192.168.10.3/DATA_CD 04 cmOicelol NORMAL NORMAL CMo1CELO1
... ASM disks omitted for brevity

36 rows selected.

We can see that DATA_CMO1 is built on Exadata grid disks spanning each of three storage servers in our Exadata
Quarter Rack (InfiniBand IP addresses 192.168.10.3,192.168.10.4, and 192.168.10.5). When building ASM disk
groups, the candidate storage servers are provided by a list of IP addresses in cellip.ora:

[grid@cmo1dbmo1l ~]$ locate cellip.ora
/etc/oracle/cell/network-config/cellip.ora
/opt/oracle.SupportTools/onecommand/tmp/cellip.ora

[grid@cmo1dbmol ~]$ cat /etc/oracle/cell/network-config/cellip.ora
cell="192.168.10.3"

cell="192.168.10.4"

cell="192.168.10.5"

[grid@cmoidbmo1 ~]$

Note For more information about how Oracle ASM disks map to Exadata grid disks, please see Recipe 3-2.

As discussed in Recipe 2-3, the diskmon process on the Exadata compute nodes also plays a role on Exadata
environments. diskmon is responsible for handling storage network and cell monitoring processes and spawns slave
processes to handle I/O-related cell events and message broadcasting.

How It Works

For those of you who are familiar with Oracle 11gR2 Real Application Cluster, you'll find that on Exadata the overall
Oracle RAC software architecture is the same as in non-Exadata clusters. There are, however, a few configuration
details unique to Exadata with respect to database storage. Specifically, database storage is achieved exclusively
with Oracle ASM. The disks that comprise Exadata disk groups are addressable using InfiniBand-aware naming
conventions.

2-6. Validating Oracle 11gR2 Real Application Clusters

Networking on Exadata
Problem

As an Exadata Database Machine administrator, or DMA, you wish to validate the Oracle Real Application Clusters
network installation on your Exadata compute servers.

Solution

Exadata compute servers have three, and optionally four, types of networks: the InfiniBand network, the
administration network, the client access network, and an optional additional network. For the purposes of the Oracle
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RAC discussion, the relevant networks are the InfiniBand network and the client access network. In this recipe, you
will do the following:
1. Learn how to display your server network interface details.
Validate your Oracle CRS interconnect resources.
List Oracle RAC/Grid Infrastructure network information.
Validate your network routing tables.
Confirm the Oracle RDS network protocol is used for Oracle RAC interconnect traffic.
Query your SCAN and SCAN listener configuration.

List your database listener and Virtual IP configuration.

® N o g N

Check your cluster_interconnects and listener-related database instance initialization
parameters.

On Exadata, the Oracle RAC private interconnect runs on the InfiniBand network, which is the same network
that Exadata’s storage network runs on. This InfiniBand private interconnect runs on a bonded InfiniBand interface:
bondibo. To validate this, log in to your compute server as root and run ifconfig on the bonded InfiniBand interface:

[root@cmo1dbmo1 ~]# ifconfig bondibo

bondibo  Link encap:InfiniBand HWaddr 80:00:00:48:FE:80:00:00:00:00:00:00:00:00:00:00:00:00:00:00
inet addr:192.168.10.1 Bcast:192.168.11.255 Mask:255.255.252.0

... Additional interface details omitted

[root@cmo1dbmo1l ~]#

The Oracle RAC interconnect is deployed using Oracle’s Cluster High Availability IP framework, or HAIP. We can
find the details of the Cluster HAIP by querying the relevant cluster resource:

[root@cm01dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl stat res -init -w "TYPE = ora.haip.type"
NAME=ora.cluster_interconnect.haip

TYPE=ora.haip.type

TARGET=ONLINE

STATE=ONLINE on cm01dbmo1

[root@cmo1dbmo1l ~]#

Note Inthe above crsctl query, the -init argument lists the core Oracle CRS processes, such as ora.crsd,
ora.cssd, ora.cluster interconnect.haip, and so forth. The -w argument provides a means to display only a
specific section of the resource by name. In the previous example, we are displaying the Oracle CRS processes where
TYPE = ora.haip.type.

Using oifcfg, you can find where Oracle places the InfiniBand network. You see that the cluster interconnect is
on network 192.168.8.0, the bondibo0 interface:
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[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/oifcfg getif
bondib0 192.168.8.0 global cluster_ interconnect
bondetho 172.16.1.0 global public

[root@cmo1dbmo1l ~]#

You can also log in to either a database instance or ASM instance to validate the cluster_interconnects
initialization parameter. Next, you see the 192.168.10.1 and 192.168.10.2 IP addresses, which in this case,
correspond to both of the two compute nodes in our Exadata Quarter Rack:

[grid@cmo1dbmol ~]$ sqlplus / as sysasm
SQL*Plus: Release 11.2.0.3.0 Production on Fri Jul 27 17:54:42 2012
Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:
Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 - 64bit Production
With the Real Application Clusters and Automatic Storage Management options

SOL> select * from gv$cluster interconnects;

INST ID NAME IP_ADDRESS IS SOURCE

1 bondibo 192.168.10.1 NO cluster_interconnects parameter
2 bondibo 192.168.10.2 NO cluster_interconnects parameter
SQL>

If you examine your routing tables on an Exadata compute node server, you will see the destinations on the
192.168.8.0 subnet route through the bondibo interface:

[root@cmo1dbmo1l ~]# route -v
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
172.16.20.0 * 255.255.255.0 U 0 0 0 eth3
172.16.1.0 * 255.255.255.0 U 0 0 0 etho
172.16.10.0 * 255.255.255.0 U 0 0 0 bondetho
192.168.8.0 * 255.255.252.0 U 0 0 0 bondibo
169.254.0.0 * 255.255.0.0 U 0 0 0 bondibo
default 172.16.10.1 0.0.0.0 UG 0 0 0 bondetho

[root@cmo1dbmo1l ~]#

As stated, the Oracle interconnect traffic is over the InfiniBand network. You can confirm this by running
skgxpinfo from the 11gR2 Grid Infrastructure software directory:

[grid@cmoidbmo1l ~]$ which skgxpinfo
/u01/app/11.2.0.3/grid/bin/skgxpinfo

[grid@cmoidbmo1 ~]$ /u01/app/11.2.0.3/grid/bin/skgxpinfo -v
Oracle RDS/IP (generic)

[grid@cmoidbmo1l ~]$

This shows that the communication protocol is using Oracle RDS/IP. RDS is the InfiniBand protocol. If you
contrast with an 11gR2 environment not running on Exadata, you will see that the interconnect runs over UDP:

49

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 2 © EXADATA SOFTWARE

[oracle@raci ~]$ skgxpinfo -v
Oracle UDP/IP (generic)
[oracle@racl ~]$

Note To learn more about Exadata networking topics and how Exadata differs from non-Exadata Oracle RAC deployments,
please see Recipes 3-5 and the recipes in Chapter 10.

With Oracle RAC, the client access network is the network upon which listeners, VIPs, and SCAN listeners run.
From our oifcfg getif output, we see this network is on the 172.16.1.0 network:

[grid@cmoidbmol ~]$ oifcfg getif

bondibo 192.168.8.0 global cluster interconnect
bondetho 172.16.1.0 global public
[grid@cmo1dbmo1 ~]$

You can take a closer look at the configuration of our network resources by using srvctl. First, run a srvctl
config network:

[root@cmo1dbmol ~]# /u01/app/11.2.0.3/grid/bin/srvctl config network
Network exists: 1/172.16.10.0/255.255.255.0/bondetho, type static
[root@cmo1dbmo1 ~]#

This output shows that the client access network for our Oracle RAC network resources is on the 172.16.10.0
network. Now examine your SCAN (Single Client Access Network) configuration and SCAN listener configuration:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/srvctl config scan

SCAN name: cmO1-scan, Network: 1/172.16.10.0/255.255.255.0/bondetho

SCAN VIP name: scanl, IP: /cmO1-scan/172.16.10.16

SCAN VIP name: scan2, IP: /cmO1-scan/172.16.10.15

SCAN VIP name: scan3, IP: /cmOl-scan/172.16.10.14

[root@cm01dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/srvctl config scan_listener
SCAN Listener LISTENER_SCAN1 exists. Port: TCP:1521

SCAN Listener LISTENER_SCAN2 exists. Port: TCP:1521

SCAN Listener LISTENER SCAN3 exists. Port: TCP:1521

[root@cmo1dbmo1 ~]#

We can see that our SCAN is defined with DNS name cm01-scan, using IP addresses 172.16.10.14,
172.16.10.15, and 172.16.10.16. There are three SCAN listeners called LISTENER_SCAN[1-3] listening on port 1521.
Knowing that 11gR2 Clusterware/RAC distributes SCAN listeners on available nodes in a cluster, we can determine
which of our two compute node servers the SCAN listeners are running on. Note that one SCAN listener is running on
cm01dbm02 and two are running on cm01dbmo1:

[root@cmo1dbmo1l ~]# /u01/app/11.2.0.3/grid/bin/crsctl stat res -w "TYPE = ora.scan_listener.type"
NAME=ora.LISTENER_SCAN1.lsnr

TYPE=ora.scan_listener.type

TARGET=ONLINE

STATE=ONLINE on cm01dbm02

NAME=ora.LISTENER_SCAN2.lsnr
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TYPE=ora.scan_listener.type
TARGET=ONLINE
STATE=ONLINE on cm01dbmoO1

NAME=ora.LISTENER_SCAN3.lsnr
TYPE=ora.scan_listener.type
TARGET=ONLINE

STATE=ONLINE on cm01dbmoO1

[root@cmo1dbmo1l ~]#

Our database listener, LISTENER, is running on port 1521 and managed by CRS as well. From the compute node
where we're running two SCAN listeners and a database LISTENER, we see the following:

[grid@cmoidbmo1 ~]$ srvctl config listener

Name: LISTENER

Network: 1, Owner: grid

Home: <CRS home>

End points: TCP:1521

[grid@cmoidbmo1 ~]$ ps -ef|grep tnsl

grid 14924 14310 0 20:59 pts/0 00:00:00 grep tnsl

grid 21887 1 0 15:03 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/tnslsnr
LISTENER_SCAN3 -inherit
grid 21892 1 0 15:03 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/tnslsnr
LISTENER_SCAN2 -inherit
grid 21904 1 0 15:03 ? 00:00:00 /u01/app/11.2.0.3/grid/bin/tnslsnr

LISTENER -inherit
[grid@cmoidbmo1l ~]$

In 11gR2, Oracle RAC Virtual IP Addresses, or VIPs, can be listed by running srvctl config nodeapps. In the
following script, we see two VIPs—one on each compute server—on interfaces with the IP addresses 172.16.10.12
and 172.16.10.13, respectively:

[grid@cmoidbmo1l ~]$ srvctl config nodeapps

Network exists: 1/172.16.10.0/255.255.255.0/bondeth0o, type static

VIP exists: /cm0101-vip/172.16.10.12/172.16.10.0/255.255.255.0/bondetho, hosting node cmo1dbmo1
VIP exists: /cm0102-vip/172.16.10.13/172.16.10.0/255.255.255.0/bondetho, hosting node cmo1dbm02
GSD exists

ONS exists: Local port 6100, remote port 6200, EM port 2016

[grid@cmo1dbmo1 ~]$

Finally, inside our databases on Exadata, we will have the local listener and remote listener initialization
parameters defined with the VIP listener address and SCAN address, respectively:
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SYS @ visx1> show parameter listener

NAME TYPE VALUE
listener networks string
local listener string (DESCRIPTION=(ADDRESS LIST=(ADDRESS=

(PROTOCOL=TCP) (HOST=172.16.10.12)
(PORT=1521))))

remote_listener string cmO01-scan:1521

SYS @ visx1>

How It Works

For those of you who are familiar with Oracle 11gR2 Real Application Cluster, you'll find that the networking
architecture on Exadata is similar to non-Exadata Oracle 11gR2 RAC environments. There are, however, some key
differences that are unique to Exadata. Specifically, database storage is exclusively achieved with Oracle ASM over
the InfiniBand network to the storage cells and the Oracle RAC interconnect traffic utilizes the high-speed InfiniBand
network over Oracle’s RDS network protocol.

As mentioned above, assorted Oracle RDBMS and network binaries are linked to use the RDS protocol, and
running skgxpinfo on Exadata demonstrates this.

When attempting to understand how Exadata is allowed to use an InfiniBand-aware (iDB/RDS) disk strings
when creating ASM disk groups, this too is also quite simple. If Oracle can find a valid version of /etc/oracle/cell/
network-config/cellip.ora, you will be able to create ASM disk groups using the ‘0/<IP>/<Grid Disk>’ disk string.

In the Solution section of this recipe, you may have noticed that the bonded InfiniBand interface, bondibo, uses
the 192.168.8.0/22 network with hosts using 192.168.10.1 through 192.168.10.22 (for an Exadata Full Rack).
Oracle uses this 255.255.252.0 subnet to allow multiple Exadata, Exalogic, or other InfiniBand-capable systems to
use the same InfiniBand network. This interconnect InfiniBand traffic is non-routable.

Before closing out this recipe, let’s turn our attention to the Oracle SCAN and VIP configuration. On Oracle 11gR2
systems (whether you're on Exadata or not), you typically have three SCAN listeners running on one or more nodes in
your compute grid as well as a database listener listening on the VIP address on each node. As Oracle Exadata comes
in the X2-2 Quarter Rack, X2-2 Half Rack, X2-2 Full Rack, X2-8 Full Rack, X3-2 Eighth Rack, X3-2 Quarter Rack, X3-2
Half Rack, X3-2 Full Rack, and X3-8 Full Rack models, you will find the following:

e  X2-2,X3-2 Eighth Rack, and X3-2 Quarter Rack: Three SCAN listeners, two running one node
and one running on the other node (if healthy) and a local listener running on the VIP address

e  X2-2and X3-2 Half Rack: Three SCAN listeners, one running on three of the four compute
nodes, one compute node without a SCAN listener, and a local listener running on the VIP
address

e  X2-2and X3-2 Full Rack: Three SCAN listeners, one running on three of the eight compute
nodes, five compute nodes without a SCAN listener, and a local listener running on the VIP
address

e  X2-8and X3-8 Full Rack: Three SCAN listeners, two running one node and one running on the
other node (if healthy) and a local listener running on the VIP address
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CHAPTER 3

How Oracle Works on Exadata

The unique Exadata software presented in Chapter 2 is what enables Exadata to deliver unparalleled database
performance. This software’s features are what sets Exadata apart from non-Exadata platforms; Oracle has released
this software only on the Exadata Database Machine. Experienced Oracle database administrators, Unix/Linux
administrators, and storage administrators may be familiar with how Oracle performs I/O. With Exadata, Oracle has
designed a new I/O communications protocol, changing how I/0 is translated from the database instance to the
operating system on which Oracle runs, over the storage interconnect, and to the storage servers.

In this chapter, we will cover how Oracle runs on Exadata and contrast it to non-Exadata database tier platforms
and storage solutions. Readers will walk away from the sections in this chapter with a solid understanding of “how
Exadata is different,” which will help when troubleshooting and will provide a solid base for the information presented
in the upcoming chapters in this book.

3-1. Mapping Physical Disks, LUNs, and Cell Disks

on the Storage Servers
Problem

As an Exadata DMA, you wish to map the physical disks in an Exadata Storage Server to Logical Units (LUNs) and map
LUNSs to Exadata cell disks in order to understand how Exadata’s disks are presented as usable storage entities.

Solution

In this recipe, you will learn how to identify your physical disk attributes, map these physical disks to LUNs, and
identify how the LUNSs are used to create cell disks. Start by running the following 1sscsi command:

root@cmoicelol ~]# lsscsi

[

[0:2:0:0] disk LSI MR9261-81 2.12 /dev/sda
[0:2:1:0] disk LSI MR9261-81 2.12 /dev/sdb
[0:2:2:0] disk LSI MR9261-81 2.12 /dev/sdc
... Remaining 9 SAS disks omitted

[1:0:0:0] disk Unigen  PSA4000 1100 /dev/sdm
[8:0:0:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdn
[8:0:1:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdo
[8:0:2:0] disk ATA MARVELL SD88SA02 D20Y /dev/sdp

. Remaining 13 Flash disks omitted
[root@cmoicelol ~]#
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We can see 12 physical disks, as indicated by the LSI in the third column, at slots 0:2:[0-11] :0. The sixth column
displays the physical device, /dev/sda through /dev/sdl.

We know from Oracle documentation that the first two disks contain the System Area, so if you do an fdisk on
one of these, you'll see which sections of this device are used for the System Area and which partitions are used for
Exadata database storage:

[root@cmoicelol ~]# fdisk -1 /dev/sda
Disk /dev/sda: 598.9 GB, 598999040000 bytes

255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id System
/dev/sda1 * 1 15 120456 fd Linux raid autodetect
/dev/sda2 16 16 8032+ 83 Linux
/dev/sda3 17 69039 554427247+ 83 Linux
/dev/sda4 69040 72824 30403012+ f W95 Ext'd (LBA)
/dev/sda5s 69040 70344 10482381 fd Linux raid autodetect
/dev/sda6 70345 71649 10482381 fd Linux raid autodetect
/dev/sda7 71650 71910 2096451 fd Linux raid autodetect
/dev/sda8 71911 72171 2096451 fd Linux raid autodetect
/dev/sda9 72172 72432 2096451 fd Linux raid autodetect
/dev/sda10 72433 72521 714861 fd Linux raid autodetect
/dev/sda11 72522 72824 2433816 fd Linux raid autodetect

[root@cmoicelol ~]#

This fdisk listing shows that /dev/sda3, a large partition starting at sector 17 and ending at sector 69039, is likely
our non-System Area storage area for database storage. If you perform a similar fdisk -1 on the third disk, /dev/sdc,
you can see that there are no host-usable partitions:

[root@cmoicelol ~]# fdisk -1 /dev/sdc

Disk /dev/sdc: 598.9 GB, 598999040000 bytes

255 heads, 63 sectors/track, 72824 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Disk /dev/sdc doesn't contain a valid partition table
[root@cmoicelol ~]#

The lowest level disk entity for Exadata Storage Server disks is the physical disk. Using Cel1CLI, you can query
your physical disks and their attributes:

CellCLI> list physicaldisk attributes name,diskType,luns,physicalsize,slotNumber

20:0 HardDisk 00 558.9109999993816G 0
20:1 HardDisk 01 558.9109999993816G 1
20:2 HardDisk 0.2 558.9109999993816G 2

.. Additional hard disks omitted
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FLASH_1_0 FlashDisk 10
FLASH 1 1 FlashDisk 11
FLASH 1 2 FlashDisk 12

... Additional flash disks omitted

CellCLI>

22.8880615234375G
22.8880615234375G
22.8880615234375G

CHAPTER 3 © HOW ORACLE WORKS ON EXADATA

"PCI Slot: 1; FDOM: 0"
"PCI Slot: 1; FDOM: 1"
"PCI Slot: 1; FDOM: 2"

We can see physical disks of type HardDisk with names 20:0 through 20:11 and disks of type FlashDisk grouped
in sections of four per PCI flash card. We also are displaying the LUNs attribute, which shows us the physical disk
to LUN mapping. If you would like to see all details for a physical disk, you can issue a 1ist physicaldisk detail

cellcli command:

CellCLI> list physicaldisk where name=20:2 detail

name:
deviceld:
diskType:
enclosureDeviceld:
errMediaCount:
errOtherCount:
foreignState:
luns:
makeModel:
physicalFirmware:
physicalInsertTime:
physicalInterface:
physicalSerial:
physicalSize:
slotNumber:
status:

CellCLI>

20:2

17

HardDisk

20

0

0

false

02

"SEAGATE ST360057SSUN600G"
0805
2011-02-21T13:23:43-05:00
sas

E1R743

558.9109999993816G

2

normal

Oracle builds Exadata LUNs on the usable portions of each physical disk. Using Ce11CLI, query the LUN details:

CellCLI> list lun attributes name, deviceName, isSystemLun, physicalDrives, lunSize

00 /dev/sda
01 /dev/sdb

02 /dev/sdc

... Additional hard disks omitted
10 /dev/sds
11 /dev/sdr

12 /dev/sdt

TRUE 20:0
TRUE 20:1
FALSE  20:2

FALSE  FLASH 1 0
FALSE  FLASH 1 1
FALSE  FLASH 1 2

... Additional flash disks omitted

CellCLI>

557.861328125G
557.861328125G
557.861328125G

22.8880615234375G
22.8880615234375G
22.8880615234375G

The output displays LUNs for both physical disks and flash disks, the physical device name, TRUE or FALSE
for the isSystemLun attribute, and the LUN size. From the LUN level in the storage hierarchy, the device mapping
simply shows which physical device a LUN is built on; the actual physical partition for the disks in the System Area is

displayed at the cell disk level.
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Exadata cell disks are built on LUNs. A Cel1CLI listing of cell disks is provided:

CellCLI> list celldisk attributes name,deviceName,devicePartition,interleaving,lun,size
CD_00_cmO1celo1 /dev/sda /dev/sda3 normal_redundancy 00 528.734375G
CD_01_cmOicelo1 /dev/sdb /dev/sdb3 normal_redundancy 01 528.734375G

CD_02_cmo01celol /dev/sdc /dev/sdc normal_redundancy 0.2 557.859375G
... Additional cell disks omitted

FD_00_cmo1celo1 /dev/sds /dev/sds none 10 22.875G
FD_01_cmo1celo1l /dev/sdr /dev/sdr none 11 22.875G
FD_02_cmoO1celo1 /dev/sdt /dev/sdt none 12 22.875G

... Additional flash cell disks omitted
CellCLI>

The CellCLI 1ist celldisk output tells us the following:
e  Thereis one cell disk per LUN.
e  We're displaying cell disks for both hard disks and flash disks.

e ThedevicePartition for cell disks CD_00_cm01cel01 and CD_01_cm01celo1, which reside on
LUNS on the first two physical disks, map to the /dev/sda3 and /dev/sdb3 partitions. This is
consistent with what we expected from previous fdisk listings.

e Thesize of all but the first two disks equals the size of the LUN. For the cell disk built on LUNs
that contain a System Area, Exadata automatically carves the cell disk boundaries to reside
outside the System Area partitions.

e  Each of the cell disks built on hard disks is defined with a normal_redundancy interleaving
attribute, in this case.

How It Works

The storage grid in the Exadata Database Machine is made up of multiple storage servers, or storage cells. Each
storage cell has 12 physical SAS disks. On the first two physical disks, Oracle reserves a small chunk of storage for the
System Area. The System Area is used for the Oracle Linux operating system, the Exadata Storage Server software,
log and alert files, and a metadata repository. The System Area is small in size—roughly 30 GB. The remainder of the
capacity for the first two disks and all of the other ten disks are dedicated to database storage. Figure 3-1 shows the
storage mapping for a disk containing the System Area, and Figure 3-2 shows mapping details for a non-System
Area device.
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Device: /devisda
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Figure 3-1. Storage entity mapping for disk containing System Area
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Figure 3-2. Storage entity mapping for disk not containing System Area

A LUN is automatically created on each physical disk and is mapped to the usable extents on the disk. An
administrator cannot alter, create, or drop LUNs; they are wholly managed by the Exadata Storage Server software.
The purpose of the LUN is to present capacity available to cell disks; on the first two disks, the LUN maps to the
extents not used for the System Area, and on the remaining ten disks, the LUN represents the entire physical disk.

An Exadata cell disk is created on top of a LUN. The cell disk is another layer of logical abstraction from which
grid disks can be created. An Exadata administrator can alter, create, or drop cell disks. A cell disk does not necessarily
need to use all of the available storage that a LUN presents, but it most commonly does. A somewhat common
scenario for cell disks may be for an administrator to define an interleaving attribute on the cell disk. When configured
with interleaving, grid disks built on the cell disk have their extents “interleaved” across fixed extent boundaries on
the physical disk, which has the impact of balancing extents for the grid disks evenly, starting with the outermost
disk tracks.

The grid disk is the next logical storage entity inside Exadata storage cells. Grid disks are built on cell disks and
are the storage entities on which Oracle ASM disk groups are built. Typically, grid disk planning and administration
are done in tandem with ASM disk group planning.

Oracle ASM disk groups are built on collections of Exadata grid disks. ASM disk groups are used to store
database files.
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3-2. Mapping ASM Disks, Grid Disks, and Cell Disks
Problem

As an Exadata DMA, you wish to understand how your Oracle Automated Storage Management (ASM) disks are
mapped to Exadata grid disks and how Exadata grid disks are built upon Exadata cell disks.

Solution

In this exercise, you will learn how to query your Oracle ASM disk group’s disks and work your way down the
technology stack from ASM disks to Exadata grid disks and finally to the Exadata cell disks. First, take a look at
our ASM disk group and disk path configuration by logging in to one of your Exadata compute servers as the Grid
Infrastructure owner, launching SQL*Plus, and executing the following script:

[grid@cmoidbmo1 ~]$ sqlplus / as sysasm
SQL*Plus: Release 11.2.0.3.0 Production on Thu Jul 26 13:20:20 2012
Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:
Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 - 64bit Production
With the Real Application Clusters and Automatic Storage Management options

SQL> set lines 80
SOL> select name,type,total mb,free mb from v$asm_diskgroup;

NAME TYPE TOTAL_MB  FREE_MB
DATA_CMo1 NORMAL 10469376 2794528
DBFS_DG NORMAL 894720 892264
RECO_CMo1 NORMAL 2469888 2392080
SDATA_CMo1 NORMAL 5197824 1371036
SRECO_CMo1 NORMAL 1352448 957128
SoL>

In this script, we see five ASM disk groups available for database storage. Let’s now examine the individual disks
that make up one of these disk groups using the script in Listing 3-1:

Listing 3-1. 1st03-01-asmdisks.sql

SOL> select a.name,b.path,b.state,a.type,b.failgroup
from v$asm_diskgroup a, v$asm disk b
where a.group_number=b.group_number
and a.name="'DATA CMo1'
order by 2,1
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Disk State TYPE Failgroup
0/192.168.10.3/DATA_CD_00_cm0lcelol NORMAL NORMAL  CMO1CELO1
0/192.168.10.3/DATA (D _01_cmOicelol NORMAL NORMAL CMo1CELO1
0/192.168.10.3/DATA_CD_02_cmOicelol NORMAL NORMAL CMo1CELO1

... ASM disks for CMO1CELO1 omitted

DATA_CMo1
DATA_CMO1
DATA_CMo1

0/192.168.10.4/DATA_CD_00_cmoicelo2 NORMAL NORMAL  CMO1CELO2
0/192.168.10.4/DATA_CD_01_cmoicelo2 NORMAL NORMAL  CM01CELO2
0/192.168.10.4/DATA_CD_02_cmoicelo2 NORMAL NORMAL  CM01CELO2

... ASM disks for CM01CELO2 omitted

DATA_CMo1
DATA_CMo1
DATA_CMo1

0/192.168.10.5/DATA_CD_00_cm01celo3 NORMAL NORMAL CMo1CELO3
0/192.168.10.5/DATA_CD_01_cm01celo3 NORMAL NORMAL CMo1CELO3
0/192.168.10.5/DATA_CD_02_cm0O1celo3 NORMAL NORMAL CMo1CELO3

... ASM disks for CM01CELO3 omitted

36 rows selected.

SQL>

This output tells us that DATA_CM01 is built with 36 Exadata grid disks. And while this doesn’t necessarily confirm
that we're using an Exadata X2-2 Quarter Rack since an administrator can always build ASM disk groups on a list of
any number of grid disks, in our case and in most customer scenarios, ASM disk groups are typically constructed
using grid disks from each cell disk on every storage cell.

If you look at the second column in the previous output, you'll notice a disk path string convention of
0/<IP address>/<grid disk name>.When building ASM disk groups on Exadata, this means the following:

The leading o/ instructs Oracle ASM to search for disk paths using Exadata InfiniBand I/0
protocol—from the compute node, you can find your available storage server IP addresses by
looking in cellip.ora:

[grid@cmoidbmol ~]$ locate cellip.ora
/etc/oracle/cell/network-config/cellip.ora
/opt/oracle.SupportTools/onecommand/tmp/cellip.ora

[grid@cmo1dbmol ~]$ cat /etc/oracle/cell/network-config/cellip.ora
cell="192.168.10.3"

cell="192.168.10.4"

cell="192.168.10.5"

[grid@cmoidbmo1 ~]$

The IP address in the second stanza of the disk string represents the InfiniBand IP address of
the Exadata storage cell. We can see three IP addresses, 192.168.10.3,192.168.10.4, and
192.168.10.5; each of these is the bonded InfiniBand address of an Exadata storage cell.

The grid disk name in the third section of the ASM disk string represents the Exadata grid
disk name.

When we created these ASM disk groups, we specified normal redundancy. With Exadata, external redundancy is
not an option—you either need to use normal or high redundancy. With normal redundancy, each extent is mirrored
to a different cell, and with high redundancy, they are mirrored via ASM to two additional cells. Specifically, extents
are mirrored to partner disks in different failure groups.
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On Exadata, grid disks are the logical storage entities on the storage cell upon which ASM disks can be discovered
and ASM disk groups can be built. Let’s look at some attributes of the grid disks that make up the DATA_CM01 ASM disk
group from one of the Exadata storage cells, cm01celo1:

CellCLI> list griddisk where name like 'DATA CD_.*' attributes name,asmDiskGroupName,asmDiskName,

cellDisk,size

DATA CD 00 cmoicelol  DATA_CMo1 DATA_CD_00_CMO1CELO1 CD_00_cmoicelol 284G
DATA (D 01_cmoicelol  DATA CMo1 DATA CD_01_CMO1CELO1 CD_01_cmoicelol 284G
DATA CD 02 cmoicelol  DATA CMo1 DATA_CD 02 _CMO1CELO1 (D _02_cmoicelol 284G
DATA CD 03_cmoicelol  DATA_CMo1 DATA CD 03 _CMO1CELO1 (D _03_cmoicelo1 284G

... Additional grid disks omitted
CellCLI>

We can see that each grid disk belongs to the DATA_CM01 ASM disk group and that the ASM disk name is displayed
in the third column. This disk path/string corresponds to V$ASM_DISK.PATH. Furthermore, we can see which cell disk
each grid disk is part of and the grid disk size.

Each of the grid disks resides on an Exadata cell disk with a similarly named cell disk name, prefixed by
DATA_. Again, this is a common but not required convention; when an administrator builds Exadata grid disks,
he or she typically uses a prefix clause to seed a grid disk prefix and append the cell disk name.

The size of each grid disk is displayed in the sixth column. Note the uniform grid disk size. Uniform grid disk
sizing is not required, but it is recommended to ensure database extents are evenly distributed across grid disks and,
ultimately, ASM disk groups.

How It Works

Oracle uses ASM exclusively on Exadata for database storage. ASM disk groups consist of Exadata grid disks, and grid
disks are built on Exadata cell disks. The general flow of creating Exadata database storage looks like the following:

e Install and validate the Exadata Database Machine.

e  Create cell disks. This is typically done at the time of installation by Oracle ACS, but an
administrator can reconfigure cell disks at a later time. Grid disk interleaving is done at the cell
disk level.

e  Build grid disks on Exadata cell disks. When building grid disks, pay special attention to the
end goal, which is Oracle ASM storage. As an administrator, you want to ensure that grid disk
sizes and placement is in alignment with business objectives.

e  Create ASM disk groups with Exadata grid disks.

In short, grid disks are created on cell disks and represent the storage available for ASM disks. When you create
ASM disk groups, the devices you use are grid disks, and grid disks are the disks exposed and available to Oracle ASM.

Exadata administrators are encouraged to strive for equally sized, well-balanced grid disk configurations. Doing
so enables Exadata to maximize disk I/O bandwidth, I/Os per second, and ultimately ensure a well-balanced, high-
performing storage platform on Exadata. Oracle truly makes this effort easy on Exadata—contrary to some other
storage array vendors and the associated administrative processes, with Exadata the process of creating the most
robust, balanced, and high-performing storage configuration is also the simplest and involves the least amount of
keystrokes. After creating cell disks, the administrator would create grid disks with a unique grid disk prefix, starting
with the “most important” storage so that the extents reside on the outermost disk tracks. In a single cellcli or dcli
command, you can create grid disks that span every cell disk and every storage cell. Then, the administrator simply
creates ASM disk groups using a wild-carded storage server InfiniBand IP address and wild-carded Exadata grid disks.
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Note Recipe 9-8 discusses the topic of interleaved grid disks, which is a feature created to enable the Exadata DMA
to divide the cell disks into smaller sections of storage and spread the grid disks extents across a wider range of disk
boundaries. Please refer to this recipe for additional information.

3-3. Mapping Flash Disks to Smart Flash Storage
Problem

As an Exadata DMA, you wish to map the physical PCI Flash disk storage to Exadata’s Smart Flash Cache and Smart
Flash Logging storage entities to better understand how the flash cards are used in the Exadata storage cells.

Solution

In Recipe 1-6, we presented information about how the storage server’s PCI flash cards were partitioned and
presented as flash storage in your Exadata Storage Servers. In this recipe, we will show you how to map this flash
storage to Exadata’s usable flash storage, which is used for Smart Flash Cache and Smart Flash Logging.

First, log in to an Exadata storage cell as root or celladmin, launch cellcli, and run the following commands:

CellCLI> list flashcache detail

name: cm01lcelol FLASHCACHE

cellDisk: FD_06_cmoicelo1,FD 01 cmOicelol,FD 08 cmoiceloi,
FD_04_cmo1celo1,FD_03_cmOicelo1l,FD _02_cmOicelo1l,FD 11 _cmOilcelo1,FD 00 _cmOicelo1,FD 09 cmoOicelo1,
FD_12_cmoO1celo1,FD_07_cmOilcelo1,FD_13_cmOilcelo1,FD_15 cmOilcelo1,FD 05 cmOicelo1,FD_14 cmoOicelo1,
FD_10_cmoO1celo1

creationTime: 2012-05-26T21:48:38-04:00
degradedCelldisks:

effectiveCacheSize: 364.75G

id: 9b17f359-a600-4e86-be86-8c6ef049073
size: 364.75G

status: normal

CellCLI> list flashlog detail

name: cm0lcelol FLASHLOG

cellDisk: FD_13_cmoO1celo1,FD_08 cm0icelo1,FD_06_cmoOicelo1,
FD_04_cmoO1celo1,FD_09 cmOicelo1,FD_07_cmOilcelo1,FD_14 cmOicelo1,FD_00_cmOicelo1,FD_12_cmoOicelo1,
FD_02_cmoO1celo1,FD 11 _cmOicelo1,FD_05_cmOicelo1,FD 03_cmOicelo1,FD 15 cmOicelo1,
FD_01_cmoO1celo1,FD 10 _cmOicelo1

creationTime: 2012-05-26T21:58:42-04:00
degradedCelldisks:

effectiveSize: 512M

efficiency: 100.0

id: 13a6c2d0-093a-41c1-a0ad-e8117071b771
size: 512M

status: normal

CellCLI>

The output shows that each of the 16 flash modules is presented as a flash disk for both Smart Flash Cache and
Smart Flash Logging.
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From CellCLI we can see how these flash devices are mapped to usable Exadata Flash entities, as discussed
in Recipe 1-6:

CellCLI> list physicaldisk where disktype='FlashDisk' attributes name,disktype,physicalSize,
slotNumber

FLASH_1 0 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 0

FLASH 1 1 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 1"

FLASH 1 2 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 2"

FLASH 1 3 FlashDisk 22.8880615234375G "PCI Slot: 1; FDOM: 3"

FLASH 2 0 FlashDisk 22.8880615234375G "PCI Slot: 2; FDOM: 0"
... Flash cards 2_1, 2 2, and 2_3 omitted

FLASH 4 0 FlashDisk 22.8880615234375G "PCI Slot: 4; FDOM: 0"
... Flash cards 4 1, 4 2, and 4_3 omitted

FLASH 5 0 FlashDisk 22.8880615234375G "PCI Slot: 5; FDOM: 0"

. Flash cards 5 1, 5 2, and 5 3 omitted

CellCLI>

Note The above output is generated on an Exadata X2-2 Quarter Rack. On the X3-2 and X3-8 models, you will see
larger amounts of PCI flash; each card is 384 GB in size as compared to 96 GB in size.

How It Works

Exadata Flash storage is provided by Sun Flash Accelerator F20 PCI flash cards. There are four 96 GB PCI flash cards
per storage cell in the X2 models and four 384 GB cards on the X3 models. Each PCI flash card has a device partitioned
per FDom, yielding 16 flash devices. These flash devices are manifested as Exadata Storage Server flash disks and used
for Smart Flash Cache and Smart Flash Logging.

Note Recipes in Chapter 18 discuss various topics on Exadata’s Smart Flash Cache and Smart Flash Logging
features.

3-4. ldentifying Cell Server Software Processes
Problem

You wish to identify the key operating system processes on the Exadata Storage Servers that run Exadata’s unique
storage server software and understand how the storage server’s Cell Services processes are related and what function
they perform.
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Solution

In this recipe, we will show you how to identify the Exadata Cell Services operating system process. Start by logging in
to a storage server and executing the ps -ef command:

[root@cmoicelol ~]# ps -ef|grep oracle

root 4686 9108 0 Jul1o ? 00:00:04

/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/bin/cellrsomt -ms 1 -cellsrv 1

root 4689 4686 2 Julio ? 13:54:03
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/bin/cellsrv 100 5000 9 5042

root 8220 6060 0 Jul30 ? 00:00:00 /bin/bash
/opt/oracle.cellos/ExadataDiagCollector.sh

root 8224 6060 0 Jul30 ? 00:00:00 /bin/ksh ./oswsub.sh HighFreq
/opt/oracle.oswatcher/osw/ExadataRdsInfo.sh

root 8249 8224 0 Jul3o ? 00:00:08 /bin/bash /
opt/oracle.oswatcher/osw/ExadataRdsInfo.sh HighFreq

root 9108 1 0 May2s5 ? 00:00:20
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/bin/cellrssim -ms 1 -cellsrv 1

root 9114 9108 0 May25 ? 00:00:01

/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/bin/cellrsbmt -ms 1 -cellsrv 1

root 9115 9108 0 May25 ? 00:00:00
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/bin/cellrsmmt -ms 1 -cellsrv 1

root 9116 9114 0 May25 ? 00:00:13
/opt/oracle/cell11.2.2.4.2 LINUX.X64 111221/cellsrv/bin/cellrsbkm -rs_conf
/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/deploy/config/cellinit.ora -ms_conf
/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/deploy/config/cellrsms.state -cellsrv_conf
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/deploy/config/cellrsos.state -debug 0
root 9118 9115 2 May25 ? 1-16:01:41 /usr/java/jdk1.5.0_15/bin/java -Xms256m -
Xmx512m -Djava.library.path=/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/1ib -
Ddisable.checkForUpdate=true -jar

/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/0c4j/ms/j2ee/home/oc4]j.jar -out
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/deploy/log/ms.1st -err
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/deploy/log/ms.err

root 9121 9116 O May25 ? 00:00:01

/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/bin/cellrssmt -rs_conf
/opt/oracle/cell11.2.2.4.2 LINUX.X64 111221/cellsrv/deploy/config/cellinit.ora -ms_conf
/opt/oracle/cell11.2.2.4.2 LINUX.X64_111221/cellsrv/deploy/config/cellrsms.state -cellsrv_conf
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/deploy/config/cellrsos.state -debug 0
root 27264 12322 0 01:16 pts/0 00:00:00 grep oracle

[root@cmoicelol ~]#

How It Works

There are three main programs that run on the Exadata Storage Servers to facilitate cell operations:

e  Cell Services, or cellsrv
e  Management Server, or MS

e  Restart Server, or RS

63

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 3 © HOW ORACLE WORKS ON EXADATA

At system startup, Oracle runs /etc/init.d/cell.d. /etc/init.d/cell.d executes as the celladmin operating
system account and runs “alter cell startup services rs” to start the Restart Server. After sleeping for a bit, the script
runs “alter cell startup services all,” which starts up remaining processes including cellsrv and MS. Logic
exists within /etc/init.d/cell.d aswell as /etc/init.d/precell to determine whether any failures or improper
configurations exist. If so, Oracle will attempt to start from the last good status.

cellsrv is the primary process/software that runs on the storage servers. If you look at the process hierarchy
(excluding OSWatcher processes) from the output listed in the Solution of this recipe, here’s what it means:

e The cellrssrmprocess is the main Restart Server process. It launches three helper processes:
cellrsomt, cellrsbmt, and cellrsmmt.

e  The cellrsomt helper process is ultimately responsible for launching cellsrv.

e Thecellrsbmt and cellrsmmt processes are additional helper processes responsible for
launching cellrsbkm and the main Management Server Java process.

e cellrssmtis called by cellrsbkm, and its ultimate goal is to ensure cell configuration files are
valid, consistent, and backed up.

e And of course, cellsrv is the main process that performs I/O on the Exadata cell.

cellsrvis a multithreaded process that essentially facilitates I/O requests from the compute nodes. It receives
and unpacks iDB messages transmitted over the InfiniBand interconnect and examines metadata contained in the
messages to determine the appropriate course of action. For example:

e Ifthe request contains information that indicates a full scan via direct read, cellsrv can
perform a Smart Scan.

e Iftherequestis for a single-block read, cellsrv performs as a traditional block I/O server.

e Iftherequestis tagged with data that falls within a bucket of conditions specified by an
enabled I/0 Resource Management plan, cellsrv will queue and prioritize I/O requests
accordingly.

There are many other special activities that cellsrv performs and, in general, you can think of cellsrv as an
intelligent set of I/O processes that execute different sections of Oracle code depending on data contained in the iDB
messages. The iDB messages are essentially instructions that will result physical disk I/O, based on the data being
requested and the metadata encapsulated in the iDB messages. In short, cellsrv is responsible for receiving I/O
instructions and utilizing any and all unique Exadata software features along the way.

Note iDB = Intelligent Database Protocol, which is a network protocol designed by Oracle to facilitate InfiniBand
aware 1/0 communication.

The Management Server, or MS, provides a Java interface to the Ce11CLI command line interface, as well as
providing an interface for Enterprise Manager plugins. If MS is down, you won’t be able to use cellcli.

The Restart Server, or RS, is a set of processes responsible for managing and restarting other processes.

In addition to the three main programs, Oracle runs OSWatcher on storage cells to collect performance metrics
and publishes these to the OSWatcher archive directories.

Together, the three main storage cell programs are key components of the Exadata Storage Server software and
overall functionality.
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3-5. Tracing Oracle I/0 Requests on Exadata Compute Nodes
Problem

You wish to confirm where physical database I/0 is performed on Oracle Exadata. You've learned that the Exadata
Storage Servers are responsible for handling physical I/0, and you wish to confirm via operating system tracing that
this indeed is the case.

Solution

In this recipe, you will learn how to use strace to trace system calls from an Oracle instance process. Start by logging
in to an Oracle Exadata compute server and trace system calls issued by the DBWR process for an instance. Find

the process ID of a DBWR process and then use strace to examine the system calls it makes during a period of
DBWR activity:

[root@cmo1dbmo1 ~]# ps -ef|grep visx|grep dbw

oracle 22251 1 0 Jul27 ? 00:00:03 ora_dbw0_visxi
oracle 22259 1 0 Jul27 ? 00:00:03 ora_dbwl visxi
oracle 22261 1 0 Jul27 ? 00:00:02 ora_dbw2_visxi

[root@cmo1dbmo1l ~]# strace -c -p 22251
Process 22251 attached - interrupt to quit
Process 22251 detached

% time seconds usecs/call calls errors syscall
nan 0.000000 0 1 read
nan 0.000000 0 1 open
nan 0.000000 0 1 close
nan 0.000000 0 1 poll
nan 0.000000 0 14 sendmsg
nan 0.000000 0 57 1 recvmsg
nan 0.000000 0 28 14  setsockopt
nan 0.000000 0 6 getrusage
nan 0.000000 0 13 times
nan 0.000000 0 4 3 semtimedop
100.00 0.000000 126 18  total

[root@cmo1dbmo1l ~]#

This shows us that the DBWR process used the sendmsg system call to package an I/O request, which ships
the iDB message over the InfiniBand network in the case of Exadata, and a recvmsg call to receive the data from the
storage servers.

How It Works

With Oracle Exadata, database I/0 is handled exclusively by the cellsrv process/threads on the storage servers. The
database tier nodes, operating with asynchronous I/0, bundle I/O requests into iDB messages and transmit these over
the InfiniBand network grid to the Exadata Storage Servers. The storage servers perform the actual I/O and send data
back to the compute nodes over InfiniBand. Compute servers ingest this data and process it according to the nature

of the I/O request in an identical fashion to how physical I/0 is consumed by the server process or database in
non-Exadata systems. Figure 3-3 depicts this flow.
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Figure 3-3. I/0 processing on Exadata

Here’s how it works:

66

Oracle foreground or background processes issue database I/0 calls, just as they do in non-
Exadata environments.

Oracle processes follow the same PARSE/EXEC/FETCH logic on Exadata as they do on non-
Exadata. As blocks are requested, Oracle will check for copies of the blocks in both the local
and all-remote database block buffer caches and perform a logical I/0 or block-shipped
logical I/0 to satisfy the request. In other words, logical I/O on Exadata is the same as logical
I/0 on non-Exadata.

If a physical I/0O is required:

1. On Exadata, the server process constructs an iDB message containing the list of
extents to fetch. Additionally, various pieces of metadata are encapsulated in the
messages that provide further details about the I/O request.

2. Onnon-Exadata Oracle environments, the database server is responsible for issuing
disk I/0O calls.

iDB = Intelligent Database Protocol. iDB is an InfiniBand-aware network protocol designed by
Oracle, implemented on Reliable Datagram Sockets V3.

iDB messages are transmitted over InfiniBand using sendmsg system calls. These messages are
sent to each of the storage cells in the storage grid, independently.

The messages are processed (in other words, received) by storage server cellsrv processes.

cellsrv examines the contents and metadata inside the iDB message and makes I/O
processing decisions based on the contents.
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e cellsrvissues the physical I/O calls to the physical disks or flash disks.

e  When I/O requests are fulfilled, cellsrv sends the requested data back over InfiniBand over
the iDB protocol.

e  The server process on the compute node receives these messages and processes the data just
asif alocal I/0 had been submitted and data returned It will load the blocks, rows, or columns
retrieved into the buffer cache or PGA, perform any sorting or row elimination options,
and so forth.

There are a few items worth discussing on this topic of I/O on Exadata. First, cel1lsrv has the ability to act as
both a traditional “block server” or as a row/column server. For traditional, non-offloadable single block reads, as are
common with index lookups, cellsrv retrieves database blocks from disks and ships these blocks over the InfiniBand
interconnect, at which point the server process will load these blocks in the SGA. If, however, the iDB message
metadata indicates that a full scan operation is the selected mechanism to fetch I/O and if the server process has also
determined that the I/O request is to be satisfied via direct path read (which indirectly provided part of the message’s
metadata), cellsrv can decide to issue a Smart Scan I/0 request. After Smart Scan I/O requests are completed on the
storage servers, the return iDB messages will contain rows and columns, not blocks.

Additionally, cellsrv is responsible for facilitating and implementing other pieces of unique storage server
features, including I/O Resource Management, I/O queuing, Smart Flash Cache, and so forth. So, not only does
cellsrv issue the physical I/0 requests, but it is also responsible for triggering Exadata software features depending
on the nature of the I/O requests and metadata associated with them.

The Exadata storage cells operate independently from each other. cellsrv on each storage server processes I/0
requests via iDB message and independently transmits the return data/messages back to the compute grid. It is the
responsibility of the compute server to sort, group, and process the results returned from each storage server.

The fundamental thing to understand with respect to I/O on Exadata is the concept of iDB message transmission.
iDB messages are the engine for data transfer between the compute grid and storage grid, and the Oracle RDBMS and
ASM instances are able to use iDB because they're linked with the 1ibcell libraries. 1ibcell provides code paths inside
the Oracle kernel to specify whether the system is running on Exadata or not; if it is, the details in this recipe apply.

Contrasting the Approach for Non-Exadata Systems

In contrast, on non-Exadata systems, the operating system on which the database instance runs is responsible
for issuing the I/0 requests. In the following example, we will use truss on an IBM server with asynchronous I/O
enabled, running Oracle 11gR2 on AIX 6.1, and trace a DBWR process:

$ truss -cf -p 5533870
Pstatus: process is not stopped

syscall seconds calls errors
_thread_wait 1261.73 8
thread_post .00 6

times .00 6

close .00 1

kread .00 1

kopen .00 1

listio64 .00 132
aio_nwait_timeout64 .00 136

sys totals: .00 2901 0
usr time: .00

elapsed: .00
oracle@aixserver:/home/oracle

$
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The 1istio64 system calls are a representation of AIX and Oracle determining which blocks to write to disk (and
where), and the aio_nwait_timeout64 are system calls representing the waits for asynchronous I/0 to complete.
From this truss listing, we can see that the database server is indeed initiating the physical I/O request. To compare
with Figure 3-3, Figure 3-4 shows the I/0 path for non-Exadata database servers.

1) Session issues
DBIO

+
Oracle RAC
Clust:r 2) Server process 3) If P10 required, 8) DB process
checks for blocks |——HW server issues reads data into
in caches for LIO appropriate 10 call cache or direct

i 4) 10 sent over 7) SAN transmits
RAC Interconnect SAN fabric back to DB server SAN
5) Storage array Ly 6) Array send data
performs 10 over SAN

Storage
Array

GbE / 10 GbE
- - st ———

Figure 3-4. Oracle I/0 path example on non-Exadata systems

3-6. Validating That Your Oracle RAC Interconnect Is Using InfiniBand
Problem

You know from Oracle documentation that the InfiniBand network serves as both the storage network and the Oracle
RAC interconnect, but you wish to validate that the interconnect is indeed communicating over InfiniBand.

Solution
In this recipe, you will learn how to do the following:
1. Retrieve your cluster interconnect information
Validate the network interface that your cluster interconnect is deployed on

Ensure that the interface is an InfniBand interface

> wn

Validate that you are running the RDS protocol on your cluster interconnect interface
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First, log in to a compute node as the Grid Infrastructure software owner and validate your Oracle RAC
interconnect details using oifcfg:

[grid@cmoidbmol ~]$ oifcfg getif

bondib0 192.168.8.0 global cluster_interconnect
bondetho 172.16.1.0 global public
[grid@cmoidbmo1 ~]$

Next, check your routing tables to determine which interface this network resides on:

[root@cmo1dbmo1l ~]# route -v | grep 192.168
192.168.8.0 * 255.255.252.0 U 0 0 0 bondibo
[root@cmo1dbmo1l ~]#

We can see from this output that we are using the bondib0 interface. Use ifconfig to display details of
this interface:

[root@cmo1dbmo1l ~]# ifconfig bondibo
bondibo  Link encap:InfiniBand HWaddr 80:00:00:48:FE:80:00:00:00:00:00:00:00:00:00:00:00:00:00:00
inet addr:192.168.10.1 Bcast:192.168.11.255 Mask:255.255.252.0
inet6 addr: fe80::221:2800:1a1:25c5/64 Scope:Llink
UP BROADCAST RUNNING MASTER MULTICAST MTU:65520 Metric:1
RX packets:1970084 errors:0 dropped:0 overruns:0 frame:0
TX packets:1923066 errors:0 dropped:69 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:998645331 (952.3 MiB) TX bytes:1168770033 (1.0 GiB)

[root@cmo1dbmo1 ~]#

The Link encap:InfiniBand text confirms we have an InfiniBand link on our private interconnect, but it
doesn’t show us whether we're running RDS over InfiniBand or possibly UDP. To determine this, use the
skgxpinfo command:

[grid@cmo1dbmol ~]$ $ORACLE_HOME/bin/skgxpinfo -v
Oracle RDS/IP (generic)
[grid@cmo1dbmo1 ~]

For reference, on a traditional non-Exadata Oracle 11gR2 RAC Cluster, it would be common to see this command
display udp:

[oracle@racl ~]$ $ORACLE_HOME/bin/skgxpinfo
udp
[oracle@racl ~]

On Exadata, you can also use ibdump to examine packets from your bonded InfiniBand interface to confirm the
RAC interconnect traffic is using this network.

Note The traditional tcpdump command is not InfiniBand-aware and would tag its output as UDP packets.
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Download ibdump from www.mellonix.comand install it on one of your compute servers and then run the ibdump
command as root, ensuring to specify an -o option to save the output to a PCAP file:

[root@cmo1dbmo1 ~]# ibdump -o /tmp/ibdump.out

IB device ¢ "mlx4_o"
IB port : 1
Dump file : /tmp/ibdump.out

Sniffer WQEs (max burst size) : 4096
Initiating resources ...
searching for IB devices in host
Port active_mtu=2048
MR was registered with addr=0x1bcf7590, lkey=0x1000373a, rkey=0x1000373a, flags=0x1
QP was created, QP number=0x7c0056
Ready to capture (Press “c to stop):
Captured: 2282 packets, 1505176 bytes
Interrupted (signal 2) - exiting ...
[root@cmo1dbmo1l ~]#

The ibdump command will run continuously until you interrupt with a CTRL-C. Once you stop your ibdump
execution, transfer your PCAP output file to a workstation with WireShark installed. Open this PCAP file in WireShark
to examine the InfiniBand traffic (see Figure 3-5).

800 |%| Wireshark: Protocal Hierarchy Statistics
Display filter: none

Protocol ‘% Packets Packets |% Bytes Bytes |Mbitfs |End Packets |End Bytes |End Mbit/s

= Frame 1124 PEENEAN 1048328 3.168 0 0 0.000
= Extensible Record Format 1124 JEERGREARN 1048328 3.168 0 0 0.000
= InfiniBand 1124 JGRNRER 1048328 3.168 383 22698 0.069

b MDS Header N c67 IEOEEA 912358 2.757 0 0 0.000

~ Internet Protocol Version 4 J 2.22 % 25 113 % 11870 0.036 0 0 0.000

~ User Datagram Protocol J 2.05 % 23| 093 % 9726 0.029 0 0 0.000

Data [ 205% 23] 093% 9726 0.029 23 9726 0.029

= Transmission Control Protocol 0.18% 2, 0.20% 2144 0.006 1 70 0.000

Data 0.09% 1 0.20% 2074 0.006 1 2074 0.006

Data | 436% 4ol 967 % 101402 0.306 49 101402 0.306

Figure 3-5. WireShark display of InfiniBand traffic on a compute node

How It Works

Oracle elects to use the RDS protocol for the InfiniBand interconnect traffic based on the output of skgxpinfo. The
$ORACLE_HOME/bin/skgxpinfo executable and other Oracle binaries are linked with the ipc_rds flag, which assumes
that RDS modules are loaded in the kernel.

For the cluster interconnect to communicate via RDS over InfiniBand:

e InfiniBand/RDS drivers must be loaded into the kernel. On Exadata, this is always the case.

e  Oracle binaries must be linked with ipc_rds. On Exadata, this will be true unless an Oracle
DMA manually linked binaries without ipc_rds.

e The InfiniBand interfaces need to be properly configured and, on Exadata, bonded.
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e  The cluster interconnect needs to point to the bonded InfiniBand interface on the compute
nodes. On Exadata, the Grid Infrastructure installation will properly set the cluster
interconnect to the InfiniBand bonded interface.

3-7. Tracing cellsrv on the Storage Servers
Problem

You know from Oracle documentation or resources that cellsrv is responsible for performing I/O operations as

well as delivering Exadata Storage Server software features, but in order to troubleshoot I/O performance issues and
ensure that the Exadata cell servers are operating at their peak capacity, you wish to learn how to trace cellsrv on the
Exadata storage cells.

Solution

First, log in to one of your Exadata Storage Servers as root and find the cellsrv Linux process. We'll search for
“cellsrv 100,” knowing that cellsrv is launched as a process with 100 threads:

[root@cmoicelol ~]# ps -ef | grep "cellsrv 100"

root 570 569 0 Jul31 ? 00:03:59
/opt/oracle/cell11.2.2.4.2_LINUX.X64_111221/cellsrv/bin/cellsrv 100 5000 9 5042
root 2513 1641 0 02:21 pts/0 00:00:00 grep cellsrv 100

[root@cmolcelol ~]#

In the output above, operating system process 570 represents the cellsrv process. Use strace -cf -pto
summarize system calls for cellsrv and all its process threads:

[root@cmoicelol ~]# strace -cf -p 570

Process 570 attached with 113 threads - interrupt to quit
Process 570 detached

<< lines omitted >>

Process 1253 detached

% time seconds usecs/call calls errors syscall
74.30  191.485468 830 230735 93329  futex
13.19  33.993075 4162 8168 poll
10.62 27.373752 16017 1709 nanosleep
0.64 1.660603 18 89814 clock_gettime
0.39 1.001690 135 7445 io_getevents
0.36 0.931850 62 14984 io_submit
0.16 0.421931 42193 10 restart syscall
0.15 0.391672 21 18420 4081  recvmsg
0.12 0.306634 31 10006 sendmsg

.. Additional output omitted

100.00  257.723006 395386 97410 total
[root@cmoicelol ~]#
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To identify whether you have bottlenecks or performance issues, concentrate on overall time spent and time-
per-call for the I/O-related system calls, io_getevents and io_submit. You would ideally strive for sub-5 millisecond
service times or lower. Divide the usecs/call value for io_getevents and io_submit by 1,000 to determine if this is
the case. In the previous example, a 135 usecs/call for io_getevents represents 0.135 ms.

e Hereis some of the key information about the results: The recvmsg lines indicate
iDB messages received over InfiniBand from the compute servers; these would have
corresponding sendmsg calls from the database grid.

e  The sendmsg lines represent iDB messages returned to the compute grid from the storage
server, typically indicating the completion of an I/0.

e io_getevents andio_submit workin tandem to collect asynchronous I/O requests and
perform the actual I/Os being requested.

In short, cellsrv on the storage servers are handling database I/0 and communicating via messaging over the
InfiniBand interconnect. In Recipe 3-5, we discussed the I/0 path from the compute node servers; this recipe
is a complement to Recipe 3-5.

If you look more closely into sendmsg and recvmsg system calls, you will be able to see the InfiniBand IP
addresses of the two compute nodes. If you took the time to weed through the output, you would learn that
the IP addresses for the recvmsg and sendmsg calls only come from and to the InfiniBand IP addresses of the
compute servers:

[root@cmoicelol ~]# grep recvmsg /tmp/cellsrv.trc |more

[pid 1185] recvmsg(127, <unfinished ...>

[pid 1185] <... recvmsg resumed> {msg_name(16)={sa_family=AF INET, sin_port=htons(20938),
sin_addr=inet_addr("192.168.10.2")}, msg_iov(3)=
[{"\4\3\2\1\240\226\26\27\0\0\0\OMRON\4\3\0\0\0\0\0\0\237>\343W\0\0\O\O". .., 76},
{"\1\0\0\0\215\330\201\242 (\0\0\0\0\0\0\0\0\0\0O\O\2\2\0\0\O\O\ONO", 28},
{"\4\3\2\1\31\0\0\0004\214\231\35\0\0\0\0\373\177\0\0\233\323\252\2\0\10\250\300\2\2\2\2" . .., 576}],
msg_controllen=0, msg_

flags=0}, 0) = 144

[pid 1185] recvmsg(127, <unfinished ...»>

[pid 1185] <... recvmsg resumed> {msg_name(16)={sa_family=AF_INET, sin_port=htons(28810),
sin_addr=inet_addr("192.168.10.1")}, msg iov(3)=
[{"\4\3\2\1\234\226\26\27\0\0\0\OMRON\4\3\0\0\0\0\0\0\350\217\225\30\0\0\0O\O". .., 76},
{"\1\0\0\0\215x\240\376 (\0\0\0\0\O\O\O\O\O\O\O\1\2\0\0\O\O\OND", 28},
{"\4\3\2\1\31\0\0\0004\214\231\35\0\0\0\0\374\177\0\0tP8b\0\10\250\300\1\2\1\2". .., 576}],
msg_controllen=0, msg flags=0}

root@cmoicelol ~]# grep sendmsg /tmp/cellsrv.trc |more

[pid 1185] sendmsg(127, {msg_name(16)={sa_family=AF INET, sin_port=htons(20938),
sin_addr=inet_addr("192.168.10.2")}, msg iov(3)=[{"\4\3\2\1\2
5\360C\5\0\0\0\OMRON\4\3\0\0\0\0\0\0004\214\231\35\0\0\0\0". .., 76},

{"\1\0\0\0\0\0\0\0, \0\0\0\0\0\0\0\0\0\0O\0O\O\O\O\O\ONONOND", 28}, {"\4\3\2\
1\24\0\0\0\237>\343W\0\0\0\0004\214\231\35\373\177\0\0\233\323\252\2\0\10\250\300". .., 44}],
msg_controllen=0, msg_flags=0}, O <unfinished ...>

[pid 1185] <... sendmsg resumed> ) = 148

[pid 1185] sendmsg(127, {msg_name(16)={sa_family=AF INET, sin_port=htons(28810),
sin_addr=inet_addr("192.168.10.1")}, msg iov(3)=[{"\4\3\2\1\2
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5\360C\5\0\0\0\OMRON\4\3\0\0\0\0\0\0004\214\231\35\0\0\0O\0". .., 76},
{"\1\0\0\0\0\0\0\0, \0\0\0\0\0\0\0\0O\0O\O\O\O\O\O\O\ONONOND", 28}, {"\4\3\2\
1\24\0\0\0\350\217\225\30\0\0\0\0004\214\231\35\374\177\0\0tP8b\0\10\250\300". .., 44}],
msg_controllen=0, msg_flags=0}, O <unfinished ...>

[pid 1185] <... sendmsg resumed> ) = 148

How It Works

On the Exadata Storage Servers, cellsrv performs I/0 requests to SAS disks or PCI flash devices. Tracing cellsrv
from a storage server shows these I/O calls as well as the interconnect messaging provided by the iDB and RDS
over InfiniBand.
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PART 2

Preparing for Exadata

With a solid understanding of the Oracle Exadata Database Machine hardware and software architecture
and a firm grasp of your current database workload characteristics, you should be able to begin forming an
opinion as to whether Exadata is the right fit for your database environment. The chapters in this section will
help validate these opinions and provide a framework for developing an Exadata fit analysis.

If you've already made an Exadata investment and feel that you are not realizing the extreme
performance benefits that Exadata has promised, this chapter can be used to validate your initial assumptions
and, ideally, provide insight to serve as basis for improvement.
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CHAPTER 4

Workload Qualification

Is Exadata the right database platform for every Oracle database, or does Exadata only make sense for certain kinds
of Oracle databases? Does it shine with data warehouses but provide limited benefit for online transaction processing
databases? Most importantly, is Oracle Exadata the right fit for your database workload?

The answers to these questions can be complex, as they entail measuring the benefits an Oracle Exadata Database
Machine may deliver in your business against the financial investment it entails. An Exadata investment is typically a
non-trivial expense in most companies, both from a hardware purchase and software licensing perspective. As such,
properly qualifying your workload in preparation for Exadata is important.

Other vendors provide very fast and often cheaper per-component hardware solutions, but none of these can
interject the Exadata software functionality into their solution. As explained in Chapters 2 and 3, Oracle performs I/O
differently on Exadata under certain conditions, and this is what allows an Exadata solution to deliver extreme database
performance. As such, database workload qualification for Oracle Exadata really boils down to a few questions:

e  Will Exadata software features be utilized with my current workload?

e  Will the performance gains offered by these software features provide enough business value
to justify the cost?

Of course, the best way to answer these questions is to run your databases on Exadata, perform a formal load test,
and collect performance benchmarks. This effort often requires considerable planning and investment, both on the
part of your company, Oracle, and/or the Oracle Partner providing the machine. The recipes in this chapter should
help you make intelligent decisions up front, using data you already have in your database environment to provide a
reasonable level of confidence in what Exadata will do for you. If you are already an Exadata customer, the methods in
this chapter can still be valuable in troubleshooting and future system considerations.

4-1. Quantifying I/0 Characteristics of Your Current Database
Problem

You are considering Oracle Exadata and wish to have some guidelines in determining whether your current database
workload will be well suited to take advantage of the Oracle Exadata Database Machine in order to achieve
as-advertised levels of “extreme performance.”

Solution
In this recipe, we will show you how to:

e  Use an Oracle AWR report on your current database to identify your database’s workload
characteristics and assess whether it is likely to benefit from Exadata Smart Scan

e  Use an Oracle AWR report to identify your SQL statements, performing physical reads to assess
whether they are likely to benefit from Smart Scan
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e Use an Oracle AWR report to capture the top segments that are accessed via physical reads to
predict whether they will benefit from Smart Scan

e  Assess whether your current workload will benefit from other Exadata Storage Server software
features such as Hybrid Columnar Compression, Storage Indexes, I/O Resource Management,
and so forth

The first task is to identify workload patterns that could qualify for Exadata Smart Scan. Smart Scan is arguably
the most important software feature bundled in the Exadata Storage Server software and generally provides the most
significant performance benefit. On Exadata, Smart Scans occur when Oracle’s optimizer chooses a full table scan or
fast full index scan and when the query is able to access the data using serial or parallel direct reads.

Note Please see Recipe 15-10 for more information about Oracle’s direct read algorithm.

A good place to start in assessing Smart Scan workload qualification is with the Automatic Workload Repository
(AWR). In your current database, select a representative time interval and generate an AWR report. The first thing we
recommend to look at is the Top 5 Timed Foreground Events section, depicted in Figure 4-1.

Top 5 Timed Foreground Events

| Evont | Walts | Time(s) | Avg walt (ms) [ % DB time | Wat Ciass |
[DB CPU I |__3.830]f || 6483 |
[direct path read |[348,108|| 1,104| 3| 18.24/[User 10 |
db file sequential read|| 78,321 383 5| 6.00|[userv0 |
db file scattered read || 12,153] 131| 11 2.17|[uservo |
[1og file sync |[ 10,428 27 3 0.44|[commit |

Figure 4-1. Top 5 Timed Foreground Events from AWR report

We see database CPU consuming 64.93% of our overall time, which alone doesn’t necessarily qualify this workload
for Exadata, but we're also seeing direct path readanddb file scattered read wait events. Both of these typically
indicate we're doing full scanning of some sort, and potentially these could be offloaded and optimized with Exadata
Smart Scan. Next, jump to the SQL Ordered by Physical Reads section to get a picture of which SQL statements are
doing physical I/0. Figure 4-2 displays an example of this section from the AWR report generated previously.

SQL ordered by Physical Reads (UnOptimized)

+ UnOptimized Read Regs = Physical Read Regts - Optimized ﬁm Regs
%0pt - Optimized Reads as percontage of SOL Read
% Tetal - UnOptimized Read Reqs as a parcantage of Total uropumzad Read Regs
Total Physical Read Requests: 881,637
Captured SOL account for $0.0% of Total
Total UnOptimzed Read Reguests: 881,537
Captured SOL accouwnt for 50.0% of Total
Total Optimized Read Reguests: 1
Captured SQL account for 0.0% of Total

L T e e T T S S

[ ssaem) [ wr I [ e FNOWFBG |[SELECT WH.NOTIFICATION_ID FROM...
550,910 5&0910 72 7.851.53 n.w_ 62.48][d [FNDWFBG m
72,118 72,116 18 400644 000 6.18|[2vb1g3pdnhg1 |)POIRTOJREXTPKG  ||SELECT TOTAL_RECS_CNT, SUCCESS... |
£0,379) 60379 3 2012633 000  6.85|orizissmugyid |[emagent_SOL_orack _database ||~ OrackeOEM 7 deckare _sql..

80,374 60,374 1 548855 0.00 6.85 emagont_SOL_oracle_database |{select queus, consumer_name, a...

53,534 53,53 | 26,T67.00| 0.000 6.07][88 emagent_SOL_oracle_database ||~ OrackQEM </ declare v _sql..

53,450)] 53.480 10] 5348.00 000  6.07) |[emagent_SOL_cracle_database |[ssiect queus, avgisyscate-ENQ .

49,102 45,102 13] 3rrroa[ ooo[ 557 |[MAPCIRTOJREXTPRG. |[BEGIN xx_cad_axi_1_poreq_pikg.m.._

28,768 28,788 L) 716200 o000 328 493 |[emagont_SQL_orack_apps_wimk| [~ OrackOEM  SELECT count"...

26,184 26.144] € 435733 000 2.97)1zy4b2kh387c7 |[JDBC Thin Clent [BEGIN 1 = wi_rule cetaut_ru..

10,451 10.451 1 10,451.00 0.0 1.19) SQL Developer [SELECT DISTINCT OA_NUMBER, NUL.. |

Figure 4-2. SQL ordered by Physical Reads
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At this point, assuming the workload depicted in Figure 4-2 is representative of a typical load, you have some
data points to help facilitate your Exadata fit assessment. But to make intelligent decisions about the data, you need to
understand what business processes or functions these SQL statements are associated to, and more so, whether these
are important to optimize. This is not a technical analysis. Rather, it’s a business analysis supported by metrics and data.

Next, take a look at the Segments by Physical Reads section of your AWR report, as displayed in Figure 4-3.

Segments by Physical Reads

« Total Physical Reads: 12,657,062
+ Captured Segments account for 90.0% of Total

e S e

[APPLSYS|[APPS_TS_TX_DATA|[WF_COMMENTS [TABLE 8,814 619| 69.64
ASO  |[APPS_TS_QUEUES |[ASO_ORDER_FEEDBACK_T TABLE 1,800,934] 14.94
APPLSYS|[APPS_TS_QUEUES |[WF_NOTIFICATION_OUT TABLE 458,088/  3.62
APPLSYS||APPS_TS_TX_DATA||WF_ITEM_ACTIVITY_STATUSES TABLE | 168,452  1.33
APPLSYS||APPS_TS_TX_DATA|[FND_CONCURRENT_REQUESTS |[TABLE | 24,428/  0.18

Figure 4-3. Segments by Physical Reads

The information in Figure 4-3 requires an even deeper understanding of how physical I/O on these objects is
related to overall performance for key business objectives.
The points we're attempting to illustrate are as follows:

e  Use data from your existing database’s workload repository to understand what your I/0
workload profile is.

e  Determine whether you have important business functions whose throughput or response
time is limited by physical I/O.

e  Furthermore, determine whether the queries accessing this data are performing full scans to
retrieve the data.

¢ Do notrely on macroscopic, system-level statistics to drive your decision. Start by looking at
the SQL statement level and ensure that you've got a collection of “important” SQL statements
that is frequently performing full scans, is I/O-bound, and requires performance improvement
to enable business success or reduce business risk.

What about Exadata’s other software features? Table 4-1 provides brief explanations of how we recommend
conducting an Exadata fit assessment based on your current database.

Table 4-1. Exadata Storage Software workload fit assessment

Software Feature What to Look for in Current Database =~ Exadata Fit Assessment Comments
Hybrid Columnar Very large tables with static data that HCC is typically not an Exadata “driver,” but in
Compression undergo near-zero DML certain situations it can be depending on data

volumes and DML patterns. If disk capacity is
your #1 business problem, there are probably
cheaper ways to solve it than with Exadata.

(continued)
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Table 4-1. (continued)

Software Feature

What to Look for in Current Database

Exadata Fit Assessment Comments

Smart Flash Cache

Smart Flash Logging

Storage Indexes

Variable data access patterns on
databases with active data sets larger
than a very large buffer cache can
support, combined with a requirement
to avoid unnecessary disk I/0 or desire
to bypass SSD/PCI flooding by non-
critical operations (such as backups)

Very active bursts of redo log writer
activity that physical disks and disk
cache can’t consistently handle

Frequent large sequential scans on
well-ordered, un-indexed data. You can
obtain this by examining data access

Smart Flash Cache is a feature that can only help
and never hurt, but many competitors offer SSD/
Flash solutions at lower costs.

Smart Flash Logging is a recent Exadata
enhancement that provides physical disk redo
write relief in times of high LGWR activity; alone,
probably not a driver for Exadata.

Storage indexes are another software feature that
never hurts and always helps. Storage indexes are
not a means to provide performance assurance.

patterns from AWR/ADDM and having a
deep understanding of your data.

Storage index entities are transient in nature and
outside control of administrator or developer and
thus shouldn’t be a driving factor for Exadata.

I/0 Resource You have a desire to consolidate Depending on your budget, IORM could be a key

Management your database platform and ensure Exadata enabler in your business. IORM provides
I/0 performance isolation between more granular, Oracle-aware I/0 prioritization
competing resources. and SLA isolation than other hardware vendors

can offer.

How It Works

With Exadata’s software functionality in the storage servers, combined with its balanced, high-performing hardware,
Oracle has designed the platform to reduce or eliminate disk I/O as a bottleneck. As such, when performing a
workload fit assessment for Exadata, you should focus on identifying areas where disk I/O latency and/or throughput
is a bottleneck, and further understand whether Exadata’s software functionality is well suited to address, reduce, or
eliminate the bottleneck.

This recipe is clearly geared toward Exadata Smart Scan. Most companies that purchase or are evaluating Exadata
do so for performance reasons. Smart Scan provides Exadata’s most important performance-related advantage
and the software that allows Exadata to be more than “just a bunch of fast hardware.” Exadata’s other software and
hardware capabilities certainly provide advantages over many competing solutions or products, but in the real world
these rarely provide the overall business value Smart Scan does.

One of the points in the Smart Scan examples above should help illustrate that the “Exadata fit discussion” is
not necessarily a matter of “data warehouse vs. OLTP vs. mixed workload.” These workload classifications have
industry-defined definitions that are relatively well accepted, but in the real world the application and database
design are the factors that truly identify your data access patterns. Your data access patterns are the key to unlock
Exadata software features.

In contrast with most of the other recipes in this book, the main emphasis here isn’t technical in nature, and
it's really not even directly related to Oracle Exadata; it's about your guiding processes to provide the right technical
solution to a business problem. You first need to understand where your business problem lies. Do you have
application performance issues that are directly limiting your ability to generate revenue? Do you have performance
problems that are negatively impacting end-user experience? What is the cost, in dollars, to the business, based on
these problems? How much are you willing to spend to resolve these issues? With these questions answered, you can
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begin diving into the details of your current environment and outline where your performance bottlenecks reside.
Work with application engineers, business analysts, or end users to map their performance issues to bottlenecks

in the database. Once you've done this, classify these bottlenecks by via response time or throughput profiling

and understand whether I/0 is the main component of your performance profile. If so, identify whether this is
occurring due to large full scan operations. At this point, with an understanding of how Oracle Exadata addresses I/O
bottlenecks, you will be positioned to build the business case for an Exadata investment.

4-2. Conducting a Smart Scan Fit Analysis Using AWR
Problem

You are evaluating Oracle Exadata for your database platform in hopes of significantly improving performance and
you want to assess your current database workload to predict whether existing queries will be offloaded and improved
with Exadata Smart Scan.

Solution

In this recipe, we will be retrieving data from Oracle’s Automatic Workload Repository (AWR) for full scan operations.
Specifically, we will be looking for full table scans against heap tables that do not contain data types restricted by
cell offload, tables, indexes, or table partitions that are full-scanned and eligible for direct reads, as well as queries
performing full scans without using functions restricted by cell offload. In this recipe, we'll start with a few scripts and
build on them to demonstrate the process required to yield a comprehensive analysis.

Start by examining DBA HIST SEG STAT by running the script in Listing 4-1 below, assuming you are on Oracle
10g or higher:

Listing 4-1. 1st04-01-segstat-scans.sql

SQL> select * from (

select tab.owner,tab.table name,count(ss.table scans_delta) cnt
from dba_tables tab, dba_hist_seg stat ss, dba_objects obj
where ss.obj#=obj.object id

and obj.object type in ('TABLE','TABLE PARTITION','TABLE SUBPARTITION')
and tab.table name=obj.object name

group by tab.owner,tab.table name

order by 3 desc)

where rownum < &&display rows

/

Enter value for display rows: 6

old 12: where rownum < &display_rows

new 12: where rownum < 6

Owner Table Table Scans

X ZX_DETAIL TAX_LINES GT 5254
P QP_PREQ LINES TMP_T 2836
APPS CSP_SUP_DEM_PN_MV 1888
APPLSYS FND_CONCURRENT_REQUESTS 859
APPLSYS FND_CONCURRENT_PROCESSES 851

5 rows selected.
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The output in Listing 4-1 shows that we have a number of tables that are full-scanned. Now, add criteria to only
display tables that are full-scanned with a size greater than 2% the size of a specified buffer cache size, as provided in
Listing 4-2:

Listing 4-2. 1st04-02-segstat-scans-large.sql

SQL> select * from (
select tab.owner,tab.table name,count(ss.table scans delta) cnt
from dba_tables tab, dba_hist_seg stat ss, dba_objects obj
where ss.obj#=obj.object_id
and obj.object type in ('TABLE','TABLE PARTITION','TABLE SUBPARTITION')
and tab.table name=obj.object_name
and tab.blocks >=
( select .02 * ((&%&cache_size_gb*1024*1024*1024)/8&db_blk_size) from dual )
group by tab.owner,tab.table name
order by 3 desc)
where rownum < &&display rows
/
Enter value for cache_size gb: 4
Enter value for db _blk size: 8192
old 12: select .02 * ((8&cache_size gb*1024*1024*1024)/88db_blk_size)
new 12: select .02 * ((4*1024%1024*%1024)/8192)
Enter value for display rows: 6
old 17: where rownum < &&display rows
new 17: where rownum < 6

Owner Table Table Scans

APPLSYS FND_CONCURRENT_REQUESTS 859
APPLSYS WF_ITEM ATTRIBUTE_VALUES 839
APPLSYS WF_ITEM ACTIVITY_STATUSES 804
APPLSYS WF_COMMENTS 757
WSH WSH_EXCEPTIONS 745

5 rows selected.
SoL>

Expanding on this example, you can try different combinations of your target buffer cache size to see what the
impact will be for potentially larger SGA sizes. Oracle Exadata X2-2 compute nodes have 96 GB of physical memory
and with hugepages configured, you can have relatively large SGA sizes. Re-run the query with different values for
&&cache_size_gb to compare the differences.

Let’s expand our example in Listing 4-3 to only include full table scans on tables without BLOB, CLOB, BFILE, or
LONG data types, as these data types are not Smart Scan eligible:

Listing 4-3. 1st04-03-segstat-scans-large-supp.sql

SQL> select *

{ ... code from 1sto4-02-segstat-scans-large-supp.sql ... }
and not exists

( select 'x' from dba_tab_columns c

where tab.owner=c.ouwner
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and tab.table_name=c.table_name

and c.data_type in ('BLOB','CLOB', 'BFILE’, 'LONG')

)

{ ... code from 1sto4-02-segstat-scans-large-supp.sql ... }
/

Enter value for cache size gb: 10

Enter value for db_blk size: 8192

old 12: select .02 * ((8&cache size gb*1024*1024*1024)/88&db _blk size)
new 12: select .02 * ((10%1024*1024*1024)/8192)

Enter value for display rows: 6

old 23: where rownum < &8&display rows

new 23: where rownum < 6

Owner Table Table Scans

APPLSYS FND_CONCURRENT_REQUESTS 860
APPLSYS WF_ITEM_ATTRIBUTE_VALUES 840
APPLSYS WF_ITEM_ACTIVITY_STATUSES 805
APPLSYS WF_COMMENTS 757
WSH WSH_EXCEPTIONS 746

5 rows selected.

Thus far, we've shown some interesting information that may be helpful in your Exadata Smart Scan analysis, but
unless you're intimately familiar with your application code, a simple listing of table scans on a large table may not
necessarily allow you to make intelligent decisions when planning for Exadata. So let’s expand our analysis to examine
data in Oracle’s historical Active Session History view, DBA_HIST ACTIVE_SESS HISTORY.In the query in Listing 4-4,
we will search for full scan SQL plan operations:

Listing 4-4. 1st04-04-scans-ash.sql

SQL> select sql_id,sql child number,sql plan operation||' '||sql_plan_options sqlop,

owner||'."'||object name seg,

sum(sql_secs _per snap)/60 dbt from (

SELECT ash.snap_id,ash.sample id,ash.sql id, ash.sql child number,

ash.sql _plan_operation, ash.sql _plan_options, obj.owner, obj.object name,

10*(count(sample id) over (partition by ash.sql id,ash.sql _child number,ash.snap_id))

sql_secs_per snap

FROM dba_hist_active sess_history ash,

dba_objects obj

WHERE ash.wait_class = 'User I/0'

AND ( ( ash.sql plan operation = 'TABLE ACCESS' AND ash.sql plan options LIKE '%FULL%")
OR ( ash.sql plan operation = "INDEX' AND ash.sql plan options LIKE '%FAST%FULL%'))

and obj.object_id=ash.current_obj#

and obj.owner not in ('SYS','SYSTEM')

and obj.object_type in ('TABLE', 'INDEX')

)

group by sql_id,sql child_number,sql_plan_operation, sql plan_options,owner, object name

order by 5 desc

/
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Time spent
SQL ID Child#  Operation + Options Segment (Secs)
c4g3860gd5adm 1 TABLE ACCESS FULL APPLSYS.WF_COMMENTS 1883794.33
c4g3860gd5adm 4 TABLE ACCESS FULL APPLSYS.WF_COMMENTS 603418.17
6v2ckrt9j1jég 0 INDEX FAST FULL SCAN BOM.CST_ITEM COST DETAILS N 50592.33
1qthrwxmh4u9s 0 TABLE ACCESS FULL APPLSYS.WF_NOTIFICATION_OUT 29762.67

. Additional SQL operations omitted for brevity

Now you can add in criteria to our SQL statement to limit the output to SQL operations doing full scans on
segments that are large (in other words, those that will qualify for direct reads), as displayed in Listing 4-5:

Listing 4-5. 1st04-05-scans-ash-large.sql

SQL> select
{ ... Code from 1st04-04-scans-ash.sql ...}
and seg.blocks >
(select .02 * ((&3target cache size gb*1024*1024*1024)/8&target_db blk size) from dual))
group by sql_id,sql child_number,sql plan_operation, sql plan_options,
owner, object name,blocks
order by 6 desc

/

old 25: select .02 * ((8&target cache size gh*1024*1024*1024)/88target db _blk size)

new 25: select .02 * ((10*1024*1024*1024)/8192)

SQL ID Child# Operation + Options  Segment Blks Time (Secs)
c4g3860gd5adm 1 TABLE ACCESS FULL APPLSYS.WF_COMMENTS 70048  1883794.33
c4g3860gd5adm 4 TABLE ACCESS FULL APPLSYS.WF_COMMENTS 70048 603418.17
1qfhrwxmh4u9s 0 TABLE ACCESS FULL APPLSYS.WF_NOTIFICATION OUT 15072 29762.67
26chjdn37vcb7 0 TABLE ACCESS FULL CN.CN_NOTIFY_LOG_ALL 0688 18969.67

. Additional output omitted

In Listing 4-5, we've queried our ASH data to show SQL statements that included a full table scan or fast full
index scan operations on segments larger than 2% the size of a 10 GB database buffer cache. What if we want to also
examine SQL with filter predicates not eligible for Smart Scan? AWR tables do not publish the FILTER_PREDICATES and
ACCESS_PREDICATES columns, unfortunately. But if your library cache happens to still have some of your “important”
cursors in it, you can revise the previous query on DBA_HIST SOL_PLAN to use V$SQL_PLAN as displayed in Listing 4-6:

Listing 4-6. 1st04-06-scans-sqlplans-large-supp.sql

SOL> select s.sql id,s.object owner||'.'||s.object name obj,
s.operation||' '||s.options op
from v$sql plan s, dba_segments seg
where s.options like '%FULL%'
and s.object_name=seg.segment_name
and s.object_owner=seg.owner
and seg.blocks >
( select .02 * ((8&cache_size gb*1024*1024*1024)/8&db_blk size) from dual
)

and not exists
( select 'x’
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from v$sqlfn_metadata md
whexe md.offloadable='NO'
and nvl(instr(s.filter_predicates,md.name),0) > 0

order by s.sql_id,s.position

/

Enter value for cache size gb: 10

Enter value for db _blk size: 8192

old 10: select .02 * ((&&cache size gb*1024*1024*1024)/88&db _blk size)
new 10: select .02 * ((10*1024*1024*1024)/8192)

SQL_ID Object Operation
01rfy6p73njyj APPLSYS.FND_CONCURRENT_REQUESTS TABLE ACCESS FULL
0w91ugngszqj8 VXTXJ.LINEITEM TABLE ACCESS FULL
owshuscduszjs INV.MTL_SYSTEM_ITEMS_TL TABLE ACCESS FULL
0z6883trn65pq AR.HZ_RELATIONSHIPS TABLE ACCESS FULL

AR.HZ_RELATIONSHIPS TABLE ACCESS FULL

AR.HZ_RELATIONSHIPS TABLE ACCESS FULL

AR.HZ_RELATIONSHIPS TABLE ACCESS FULL
How It Works

In order to qualify for Exadata Smart Scan, the following requirements must be met:
e  Atable or index must be full-scanned
¢  The segment must qualify for direct reads

e The SQL operations must not include filter operations ineligible for Smart Scan, as outlined in
V$SQLFN_METADATA

Table scans occur for a SQL statement when no indexes exist on a table, when the indexes on the table are not
suitable based on the query predicates in the SQL statement, when the optimizer determines it is more effective
to read all of the table's blocks than it would be to read an available index, and so forth. In other words, Oracle's
optimizer is responsible for choosing a full table scan operation based on the information it has about the base table
and indexes, combined with the relative costs of performing indexed scans versus table scans.

If the data required for a SQL operation can be wholly met based on an existing index, and the cost of full
scanning indexes root, branch, and leaf blocks is determined to be less expensive than other available operations,
Oracle can choose to perform a fast full index scan. Fast full index scans qualify for Smart Scan on Exadata.

The V$SOLFN_METADATA view contains metadata about operators and built-in functions. The view contains an
important column, OFFLOADABLE, which indicates whether the function or operator is eligible for cell offload and
Smart Scan. This is important on Exadata and could have a large bearing on your ability to leverage Smart Scan. Some
of the common operators that are eligible for cell offload are <, >, =, and so forth, as displayed:

SYS @ edwl> select name,offloadable from v$sqlfn_metadata

where offloadable='YES'
/
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NAME OFFLOADABLE
> YES
< YES
>= YES
<= YES
= YES
TO_NUMBER YES
TO_CHAR YES

... Output omitted for brevity

Many operators and functions are not eligible for cell offload and Smart Scan, as shown in the following code.
If your most I/O-intensive SQL statements in your current environment include operators or functions that are not
offloadable, you will not fully get the benefit of Smart Scan:

SYS @ edwl> select name,offloadable from v$sqlfn_metadata
where offloadable="NO'

/

NAME OFFLOADABLE
OPTTIS NO

AVG NO

SUM NO

COUNT NO

MAX NO

... Output omitted for brevity

Note Please consult the Oracle Exadata documentation to learn more about Smart Scan enablers and disablers.

In this recipe we've provided several scripts that query data on the AWR views DBA_HIST SEG_STAT and
DBA_HIST_SQL_PLAN in order to arm you with the means to qualify your existing workload for Exadata Smart Scan.
Much of the same information can be retrieved via Enterprise Manager, including Oracle’s Exadata Simulator
presented in Recipe 4-3.

As is the case in Recipe 4-1, the information you gather in assessing whether your current database workload
is a good or poor fit for Exadata isn’t really a matter of table names, table scan frequencies, and so forth. The data
you collect in this recipe should be associated with business functions and business priorities in order to make
sound judgments.

If, at the end of your AWR analysis, you can clearly communicate something akin to the following statements,
you should be able to make a business case for Exadata:

e “25% of the queries that run against our production database perform full scans.”

e  “80% of these full scans occur on large tables; tables that, when full-scanned, are likely to be
accessed via direct read.”

e “Directreads are a prerequisite for Exadata Smart Scan, and Smart Scan is the most important
performance feature on Exadata”

e  “Furthermore, in working with the application owners and key business stakeholders, more
than half of these SQL statements are part of critical business thread.”
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¢ “In most of these critical business threads, we experience performance problems that
impact revenue.”

e  “The cost to the business of not addressing the problems is $1,000,000 per month.”

4-3. Conducting a Smart Scan Fit Analysis Using Exadata

Simulation
Problem

You are running Oracle 11gR2 and wish to analyze your current Oracle database workload. You want to determine
its workload fit using built-in Oracle 11gR2 utilities without manually mining Oracle AWR and Oracle ASH reports
and data.

Solution

In this recipe, we will demonstrate the use of Oracle’s SQL Performance Analyzer with Exadata Simulation to analyze
your current database workload for Exadata.

The first thing you need to do is identify which time ranges and methods to use for your SQL Tuning Set.
For example, if you wanted to use the last three days of AWR snapshots, you could do the following:

SQL> select min(snap_id),max(snap_id)
from dba_hist_snapshot

where begin_interval time > sysdate-3
/

MIN(SNAP_ID) MAX(SNAP_ID)

Next, create a SQL Tuning and load your SQL Tuning Set with data from Oracle AWR, as displayed in Listing 4-7.

Listing 4-7. 1st04-07-create-sqlset.sql
SQL> exec DBMS SQLTUNE.CREATE_SQLSET('EXA SIM STS');

PL/SQL procedure successfully completed.

SOL>
SQL> declare

baseline ref cursor DBMS_SOLTUNE.SQLSET CURSOR;
begin

open baseline ref cursor for

select VALUE(p)
from table(DBMS_SQLTUNE.SELECT WORKLOAD REPOSITORY(8&snap_low,8&&snap_high,
NULL,NULL,NULL,NULL,NULL,NULL,NULL, "ALL")) p;

DBMS_SQLTUNE.LOAD_SQLSET('EXA _SIM STS', baseline ref cursor);
end;
/
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Enter value for snap_low: 22919
Enter value for snap_high: 22966

PL/SQL procedure successfully completed.
SOL>

For purposes of the example below, we've decided to build a SQL Tuning Set based on three minutes of activity
from our cursor cache:

SQL> begin
dbms_sqltune.create_sqlset(sqlset name=>'EXA SIM2',
description=>'Exadata tcellsim test #2');
end;
/

PL/SQL procedure successfully completed.

SQL>
SQL> begin
dbms_sqltune.capture cursor cache sqlset (
sqlset_name => "EXA_SIM2',
time_limit => 180,
repeat_interval => 10
)
end;
/

PL/SQL procedure successfully completed.

SoL>

Note We chose to create our SQL Tuning Set without using Enterprise Manager to show how easy this can be done
outside of the browser interface, but you can also use Grid Control to accomplish the same task. The choice of whether
to use Enterprise Manager versus Oracle’s built-in PL/SQL package is generally a matter of personal preference. The use
of Enterprise Manager assumes functional, current versions of the software, and since not all organizations upgrade or
patch their Enterprise Manager Grid Control software to the most recent versions and may have Oracle 11gR2 databases
monitored and managed by earlier versions of Grid Control, we elected to demonstrate using built-in Oracle PL/SQL
packages in this recipe.

Once your SQL Tuning Set is created, change directories to $ORACLE_HOME/rdbms/admin, log in to SQL*P1us as
SYSDBA, and run tcellsim.sql. This will use SQL Performance Analyzer to perform storage cell simulation.

Note This process will execute SQL Performance Analyzer tests against the SQL in your SQL Tuning Set and could
introduce a non-trivial load on your test system, so plan accordingly if you wish to run this on a production environment.
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Once your SQL Tuning Set is created, change directories to $ORACLE_HOME/rdbms/admin, log in to SQL*P1us, and
launch tcellsim. sql. It will prompt you for your SQL Tuning Set name and owning schema:

$ cd $ORACLE_HOME/rdbms/admin
oracale@aixserver:/PROD/bin/db/tech_st/11.2.0/xdbms/admin

$ sqlplus / as sysdba

SOL*Plus: Release 11.2.0.2.0 Production on Tue Aug 7 09:09:08 2012

Copyright (c) 1982, 2010, Oracle. All rights reserved.

Connected to:

Oracle Database 11g Enterprise Edition Release 11.2.0.2.0 - 64bit Production
With the Partitioning, Automatic Storage Management, OLAP, Data Mining

and Real Application Testing options

SQL> @tcellsim

10 Most active SQL tuning sets

NAME OWNER SQL_COUNT DESCP
EXA_SIM2 SYS 8587 Exadata tcellsim tes
EXA SIM STS SYS 819

Specify the name and owner of SQL tuning set to use

Enter value for sts_name: EXA_SIM2
Enter value for sts_owner: SYS

>> SOL tuning set specified: EXA_SIM2 owned by SYS

Run Cell simulation

>> 1. create a spa analysis task to test cell simulation

>> Name of SPA analysis task: TASK 29102
... tcellsim.sql output omitted for brevity

General Information

Task Information: Workload Information:

Task Name : TASK_ 29102 SOL Tuning Set Name : EXA_SIM2
Task Owner : SYS SOL Tuning Set Owner ¢ SYS
Description : Total SQL Statement Count : 8587
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Execution Information:

Execution Name : EXEC_28484 Started : 08/07/2012 10:49:59
Execution Type : COMPARE PERFORMANCE Last Updated : 08/07/2012 10:51:34
Description : Global Time Limit : UNLIMITED

Scope : COMPREHENSIVE Per-SQL Time Limit : UNUSED

Status : COMPLETED Number of Errors : 18

Number of Unsupported SQL : 102

Analysis Information:

Before Change Execution: After Change Execution:

Execution Name : cell_simulation_DISABLED Execution Name : cell_simulation_ENABLED
Execution Type : TEST EXECUTE Execution Type : TEST EXECUTE

Scope : COMPREHENSIVE Scope : COMPREHENSIVE

Status : COMPLETED Status : COMPLETED

Started : 08/07/2012 09:09:19 Started : 08/07/2012 09:55:19
Last Updated 1 08/07/2012 09:54:49 Last Updated : 08/07/2012 10:49:24
Global Time Limit : UNLIMITED Global Time Limit : UNLIMITED

Per-SQL Time Limit : UNUSED Per-SQL Time Limit : UNUSED

Number of Errors : 18 Number of Errors : 17

Overall Impact : 4.05%
Improvement Impact 1 11.84%
Regression Impact T -7.79%

SQL Statement Count

SOL Category SQOL Count Plan Change Count

Overall 8587 0
Improved 2 0
Regressed 1 0
Unchanged 8464 0
with Errors 18 0
Unsupported 102 0
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Top 10 SQL Sorted by Absolute Value of Change Impact on the Workload

| | | Impact on | Execution | Metric | Metric | Impact |
| object id | sql_id | Workload | Frequency | Before | After | on SQL |
| 24835| f4x52g9jsx0f| -7.79%| 53953|  3194880|  3563520| -11.54% |
| 23748| c4g3860gdsadn| 7.58%] 492| 39460864 | 98304  99.75% |
| 21978| 8u5bcx7k90a60 | 4.26%| 508| 21422080 8192|  99.96% |
| 18138 1qfhrwxmh4qu9s | -.13%| 40| 928636928| 937123840 -.91% |
| 17861| 19cz7fwyszdqgs| -.04%] 50| 54280192| 56573952|  -4.23% |
| 22446| 9gp9c0785fyxz| .03%| 152 458752| 24576|  94.64% |
| 22561| 9w340a4dj3bdb| -.02%| 55|  7618560| 8486912  -11.4% |
| 21793| 8fh50ckd20cu6 | .02%| 47368| 910| 0| 100% |

Note: time statistics are displayed in microseconds

Asyou can see in this output, two of the top ten SQL statements sampled show a relatively significant
performance savings based on the Exadata Simulation. The Exadata Simulation uses the IO_INTERCONNECT_BYTES
metrics to form its comparison.

Alogical next step may be to query the actual SQL text from any of the SQL statements in the report and perform
additional analysis. For example, let’s consider SQL_ID c4g3860gd5adm in the previous script:

SQL> select sql text from v$sql

where sql_id='"c4g3860gd5adm’
/
SELECT WN.NOTIFICATION ID FROM WF_NOTIFICATIONS WN, WF_COMMENTS WC WHERE EXISTS
( SELECT /*+ NO_UNNEST */ 'x' FROM WF_ITEM ACTIVITY STATUSES H WIASH WHERE WIASH
.NOTIFICATION_ID= WN.NOTIFICATION_ID AND WIASH.ITEM TYPE = WN.MESSAGE_TYPE AND W
IASH.ITEM_TYPE = :B3 AND WIASH.ITEM KEY = :B2 AND WIASH.PROCESS ACTIVITY = :B1 )
AND WN.STATUS = 'CLOSED' AND WN.NOTIFICATION_ID = WC.NOTIFICATION_ID AND WC.TO_
ROLE = 'WF_SYSTEM' AND WC.ACTION TYPE = 'RESPOND'

SoL>

This SQL statement reflects an Oracle Workflow query that runs as part of a Workflow Background Process, which
we know based on our understanding of the application. The Exadata Simulator measured a 99.75% improvement for
this SQL statement based on its simulation. With this information we can begin to communicate that at least part of
the Workflow processing will benefit substantially with Exadata.

How It Works

Starting with Oracle database versions 11.1.0.7 and above, along with Oracle Enterprise Manager 10.2.0.5 with
11gR1/11gR2 database targets, Oracle provides an interesting feature called the Exadata Simulator. This capability can
be launched from Enterprise Manager or $ORACLE_HOME/rdbms/admin/tcellsim.sql.

The Exadata Simulation utility uses SQL Performance Analyzer to compare before-and-after results based on
SQL Tuning Sets. Specifically, it uses SQL Performance Analyzer to test Exadata cell storage in simulation mode.
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It does this by accepting a SQL Tuning Set and launching SQL Performance Analyzer with cell simulation_
enabled= FALSE, then with cell_simulation_enabled = TRUE. At its completion, it compares the results of the SQL
Performance Analyzer executions. Specifically:

1. Anadministrator creates a SQL Tuning Set.

2. An administrator runs the Exadata Simulator using either tcellsim.sql or Enterprise
Manager.

3. SQL Performance Analyzer performs an initial analysis with Exadata cell simulation
disabled:

dbms_sqlpa.execute analysis task(
task_name => :aname,
execution_type => 'execute',
execution_name => 'cell simulation DISABLED',
execution_params =» dbms_advisor.arglist('cell_simulation_enabled’,
'"FALSE'));

4. SQL Performance Analyzer then performs an analysis with cell simulation enabled:

dbms_sqlpa.execute analysis task(
task_name => :aname,
execution_type => 'execute',
execution_name => 'cell simulation ENABLED,
execution_params => dbms_advisor.arglist('cell_simulation_enabled',
'"TRUE'));

5. When complete, performance results between the two tests are compared using the
IO _INTERCONNECT_BYTES metric:

dbms_sqlpa.execute analysis task(:aname, 'compare’,
execution_params => dbms_advisor.arglist('comparison_metric',
'io_interconnect_bytes'));

6. Finally, the simulator displays output in a report:
select dbms_sqlpa.report analysis task(:aname, 'text', top_sql => 10) spa_summary

The Exadata Simulator is designed to analyze and capture the metrics from the most relevant Exadata Storage
Server metric, I0_INTERCONNECT_BYTES, based on logic built within SQL Performance Analyzer to estimate the savings
in I/0 to be expected if/when the workload SQL statements run on an Exadata platform. The results give an indication
of the extent of the benefit you could possibly expect to get from a database workload port to Exadata. One of the nice
things about this simulation analysis is that it takes in to consideration your current, unmodified workload, without
application design change or SQL refactoring.

Note The results from Exadata Simulation can provide a frame of reference for expected benefit on Exadata,
but many other factors can also contribute to this analysis.
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4-4. Performing a Hybrid Columnar Compression Fit Assessment
Problem

You wish to identify tables that may be suitable for Hybrid Columnar Compression on Exadata to understand the
extent of the benefit you may receive from both a disk capacity and potentially a performance perspective.

Solution

In this recipe, we will provide some guidelines to identify tables that are potential candidates for Hybrid Columnar
Compression on Exadata. Specifically, we will outline steps to measure your segment sizes and capture DML activity
on your candidate tables.

The first step is to understand your data and decide “how large is too large?” Different companies have different
tolerances for table or table partition sizes. In Listing 4-8, let’s assume we want to find all of our segments consuming
more than 2% of the total size of the database:

Listing 4-8. 1st04-08-hcc-candidate.sql

SQL> select owner,segment_name,
segment_type,partition_name,bytes/1024/1024/1024 gb,
round(100*(bytes/totbytes),2) pctofdb
from ( select owner,segment_name,segment_type,partition name, bytes, (sum(bytes) over ())
totbytes
from dba_segments order by 4 asc)

where 100*(bytes/totbytes) > 2 --- where size > 2% the size of the database

order by 5 desc

/

Owner Segment SEGMENT_TYPE Partition Size (GB) % DB Size
MYFACT FACT_DETAIL TABLE PARTITION SYS_P488 206.35 7.19
MYDIM ITEM_LOC_DIM TABLE 185.69 6.47
MYDIM ITEMS DIM TABLE 185.17 6.45
MYFACT FACT_DETAIL TABLE PARTITION SYS_P469 154.30 5.38
MYFACT FACT_DETAIL TABLE PARTITION SYS_P508 129.17 4.50
MYDIM CIL_INDX_UKY_o1 INDEX PARTITION SYS_P41 92.99 3.24
MYFACT FACT_DETAIL TABLE PARTITION SYS_P445 89.16 3.11

... Output omitted for brevity

With this information, you can correlate the tables in the list above with the associated DML by looking at the
view DBA_HIST SEG STAT.DBA HIST SEG_STAT provides many segment-level statistics, including the number of
physical writes and block changes. Listing 4-9 displays the DML activity for potential HCC candidates.

Listing 4-9. 1st04-09-hcc-candidate-segstat.sql

SOL> select  seg.owner,seg.segment_name,
seg.segment_type,seg.partition_name,seg.bytes/1024/1024/1024 gb,
round(100*(seg.bytes/seg.totbytes),2) pctofdb,
nvl(sum(segstat.pwrites),0) pwrites, nvl(sum(segstat.blkchanges),0)

blkchanges
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from (
select owner,segment name,segment_type,partition name,bytes, (sum(bytes) over ())
totbytes
from dba_segments order by 4 asc) seg,
(
select obj.owner,obj.object_name,obj.object_id, obj.data_object id,
sum(physical writes delta) pwrites,
sum(db_block_changes delta) blkchanges
from dba_objects obj, dba_hist seg stat ss
where obj.object id=ss.obj#(+)
and obj.data_object id=ss.dataobj#(+)
group by obj.owner,obj.object_name,obj.object_id,obj.data_object_id
) segstat
where 100*(seg.bytes/seg.totbytes) > 2 --- where size > 2% the size of the database
and seg.owner=segstat.owner
and seg.segment_name=segstat.object _name
group by seg.owner, seg.segment_name,seg.segment_type,seg.partition_name,seg.bytes,seg.totbytes
order by 5 desc

/

Owner  Segment SEGMENT_TYPE Partition GB %DB Size Writes Changes
MYFACT FACT_DETAIL TABLE PARTITION SYS_P488 206.35 7.19 0 0
MYDIM  ITEM_LOC_DIM TABLE 185.69 6.47 0 0
MYDIM  ITEMS DIM TABLE 185.17 6.45 2 16
MYFACT FACT DETAIL TABLE PARTITION SYS_P469 154.30 5.38 0 0
MYFACT FACT_DETAIL TABLE PARTITION SYS_P508 129.17 4.50 0 0
MYDIM  CIL_INDX UKY_01 INDEX PARTITION SYS_P41 92.99 3.24 0 0
MYFACT FACT_DETAIL TABLE PARTITION SYS_P445 89.16 3.11 0 0

... Output omitted

Based on this output, we can see that the only segment that has experienced any DML activity is the
MYDIM.ITEMS_DIM table, which would indicate that this table may not be a good candidate for Hybrid Columnar
Compression.

Let’s run another scenario on a database that’s experiencing more activity; in this example, we're looking at an
Oracle E-Business Suite environment:

Owner Segment Type (GB) %DB Writes Blk Chg

Az AZ_REPORT TABLE 25.67 10.34 0 0
XXTAMS XX_EMF_DEBUG_TRACE TABLE 21.40 8.61 2825341 22860608
APPLSYS SYS_LOB0000135842C00015%% LOBSEGMENT 16.60 6.68 312793 395504
APPLSYS WF_ITEM ATTRIBUTE_VALUES PK INDEX 10.95 4.41 3084226 84775376
XXTAMS XX_EMF_DEBUG_TRACE_TEMP TABLE 9.82 3.95 1464681 8213072
APPLSYS WF_ITEM_ATTRIBUTE_VALUES TABLE 6.52 2.63 1791574 205069728
cs CS_INCIDENTS_AUDIT B TABLE 6.44 2.59 139510 1558560
AZ AZ_DIFF_RESULTS TABLE 5.53 2.23 0 0

This example shows that many of our larger tables experience relatively high DML activity and thus would not be
candidates for Hybrid Columnar Compression.
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This analysis alone, as you may expect, is truly just the beginning of what a Hybrid Columnar Compression fit
assessment would entail. You may have cases in which only the most recent blocks in your table have DML activity
against them and, in these cases, you could elect to partition the tables based on “activity dates,” compress the older,
dormant partitions with Hybrid Columnar Compression, leave the more active partitions uncompressed, and employ
a partition maintenance strategy that strikes a balance between your capacity and performance goals.

How It Works

Performing an Exadata Hybrid Columnar Compression fit-analysis is primarily a matter of “knowing your database.”
Most seasoned Oracle database administrators have a relatively good grasp of what their largest tables are, how fast
they’re growing, how they're accessed, how data is loaded into them, and whether their current storage footprint is
imposing challenges.

Analyzing your database for Hybrid Columnar Compression is in many regards similar to analyzing for OLTP or
standard compression, with a few key differences. With Hybrid Columnar Compression:

e Data must be loaded via direct path read
e  Compressed tables should expect very little DML

While convention INSERT or load operations will function without error on Hybrid Columnar Compressed tables,
the result is that new blocks are created as OLTP-compressed. This by itself may not be a significant issue, but over
time it could reduce your storage savings.

If you have a Hybrid Columnar Compressed table that experiences frequent DELETE and UPDATE DML operations,
Oracle will perform a few activities that could negatively impact performance:

e  Oracle will lock the entire compression unit during the operation, which could lead to
significant concurrency issues. Since a compression unit is comprised of multiple blocks and
each block will contain many rows, other sessions issuing DML may experience significant
wait times.

e  Oracle migrates the blocks to OLTP-compressed blocks (in other words, row migration).
Depending on the number of blocks impacted by the UPDATE or DELETE operation, this can be
extremely CPU-intensive. Additionally, subsequent I/O requests for rows in these updated
blocks will require extra I/O as a result of the row migration.

This being said, if you have very large tables with static data or data that is periodically loaded via direct path
loads, Hybrid Columnar Compression can provide significant disk space savings. As data is retrieved from these HCC
tables, fewer blocks will need to be read, yielding less I/O and better performance. Additionally, if the data is accessed
via cell offload functions such as Smart Scan the data is uncompressed on the storage tier, so the CPU penalty for
decompression is serviced from the multiple storage cells, each with 12 processor cores.

Asyou analyze the tables in your database for Hybrid Columnar Compression, consider the data usage and
access patterns of your data. A very large table that only has a small percentage of “recent” rows that undergo DML
may be a candidate for the following strategy:

e  Partition the table according to a meaningful column, such as a DATE data type
e  Compress the older, static partitions using Hybrid Columnar Compression

e  Leave the current partitions uncompressed to avoid the performance overhead associated
with DML and Hybrid Columnar Compressed segments
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Sizing Exadata

Prior to making an Exadata investment and periodically after the investment, especially in cases where databases
are consolidated on Exadata, it is vital to perform a proper capacity-planning exercise. In our opinion, capacity
planning for Oracle databases and Oracle workloads should include the following analysis:

e  Processor requirements planning

Oracle database server memory and SGA planning
e  Network planning

e  DiskIOPs planning

e Disk data bandwidth

e  Storage capacity planning

e  Storage capacity organic growth planning

e  Oracle ASM disk group redundancy planning

e Disaster recovery planning

e  Backup planning

e  FastRecovery Area sizing and planning

The recipes in this chapter provide specific solutions that you can use as guidelines for each of the
capacity-planning areas outlined above, with the exception of memory and network capacity planning.

Note Since Exadata comes in one of four configurations, it is our assumption that the aggregate compute and
storage server memory configurations and InfiniBand network capabilities will meet most environment requirements.

Throughput this chapter, we will focus on using information for your current database’s Automatic Workload
Repository, or AWR, to conduct each capacity-planning exercise. If you are embarking on an Exadata fit analysis for
pre-Oracle 10g databases or yet to be designed/deployed environments, different capacity-planning tasks will need to
be performed.

Additionally, in each recipe we will operate under the assumption that SQL refactoring and application code
redesign will not be in scope as part of the Exadata capacity-planning exercise. In other words, scripts in each recipe
as well as content in each “How It Works” section will be geared toward driving a sizing effort based on no code or
application design changes.
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5-1. Determining CPU Requirements
Problem

You wish to determine whether an Exadata Database Machine will provide enough CPU processing horsepower to
meet your database workload requirements.

Solution
To conduct an Exadata processor capacity-planning exercise, we recommend the following approach:

¢ Queryraw CPU-related data from Oracle AWR, export to Excel, and optionally plot trends
and/or identify outlier conditions.

e  Query CPU utilization averages, maximums, and other statistical information to understand
usage patterns.

e  Add relevant processor numbers for all environments targeted for Exadata deployment.

e Determine Exadata and Exadata model specific fit based on measured CPU-related
performance data from AWR.

First, log in to SQL*Plus in your current database and connect as a user who has access to Oracle’s AWR views.
Run the query in Listing 5-1, which displays CPU-related information from an Oracle 11gR2 database running on a
non-Exadata platform. Subsequent code listings in this recipe will expand upon this script, adding logic to ultimately
allow us to complete a CPU sizing analysis for Exadata.

Listing 5-1. 1st05-01-awr-cpu.sql

SYS @ PROD> select snaps.id, snaps.tm,snaps.dur,snaps.instances,

osstat.num_cpus CPUs,

osstat.num cpus * dur * 60 cap,

((timemodel.dbt - lag(timemodel.dbt,1) over (order by snaps.id)))/1000000 dbt,

((timemodel.dbc - lag(timemodel.dbc,1) over (order by snaps.id)))/1000000 dbc,

((timemodel.bgc - lag(timemodel.bgc,1) over (order by snaps.id)))/1000000 bgc,

((timemodel.rmanc - lag(timemodel.rmanc,1) over (order by snaps.id)))/1000000 rmanc,

(((timemodel.dbt - lag(timemodel.dbt,1) over (order by snaps.id)))/1000000)/dur/60 aas ,

(((timemodel.dbc - lag(timemodel.dbc,1) over (order by snaps.id)))/1000000) +

(((timemodel.bgc - lag(timemodel.bgc,1) over (order by snaps.id)))/1000000) totora ,

osstat.load load ,

((osstat.busy time - lag(osstat.busy time,1) over (order by snaps.id)))/100 totos,
round(100*(((((timemodel.dbc - lag(timemodel.dbc,1) over (order by
snaps.id)))/1000000) +

(((timemodel.bgc - lag(timemodel.bgc,1) over (order by snaps.id)))/1000000)) /
(osstat.num_cpus * 60 * dur)),2) oracpupct, round(200*((( (timemodel.rmanc
- lag(timemodel.rmanc,1) over (order by snaps.id)))/1000000) /

(osstat.num _cpus * 60 * dur)),2) rmancpupct,

round(100*((((osstat.busy time - lag(osstat.busy time,1) over (order by snaps.id)))/100) /
(osstat.num cpus * 60 * dur)),3) oscpupct,

round(100*((((osstat.user time - lag(osstat.user time,1) over (order by snaps.id)))/100) /
(osstat.num_cpus * 60 * dur)),3) usrcpupct,

round(100*((((osstat.sys time - lag(osstat.sys time,1) over (order by snaps.id)))/100) /
(osstat.num_cpus * 60 * dur)),3) syscpupct,
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round(100*((((osstat.iowait time - lag(osstat.iowait time,1) over (order by
snaps.id)))/100) /
(osstat.num _cpus * 60 * dur)),3) iowaitcpupct,
sysstat.logons curr ,
((sysstat.logons_cum - lag (sysstat.logons_cum,1) over (order by snaps.id)))/dur/60
logons_cum,
((sysstat.execs - lag (sysstat.execs,1) over (order by snaps.id)))/dur/60 execs
from
( /* DBA_HIST SNAPSHOT */
select distinct id,dbid,tm,instances,max(dur) over (partition by id) dur from (
select distinct s.snap_id id, s.dbid,
to _char(s.end interval time, 'DD-MON-RR HH24:MI') tm,
count(s.instance_number) over (partition by snap id) instances,
1440*((cast(s.end_interval time as date) - lag(cast(s.end_interval time as date),1) over
(order by s.snap id))) dur
from dba_hist_snapshot s,
v$database d
where s.dbid=d.dbid)
) snaps,
( /* Data from DBA_HIST OSSTAT */
select *
from
(select snap_id,dbid,stat _name,value from
dba_hist_osstat
) pivot
(sum(value) for (stat_name)
in ('NUM_CPUS' as num_cpus, 'BUSY TIME' as busy time,
"LOAD' as load, 'USER_TIME' as user_time, 'SYS TIME' as sys_time, 'IOWAIT _TIME' as
iowait time))
) osstat,
( /* DBA_HIST TIME_MODEL */
select * from
(select snap_id,dbid,stat _name,value from
dba_hist_sys_time_model
) pivot
(sum(value) for (stat name)
in ('DB time' as dbt, 'DB CPU' as dbc, 'background cpu time' as bgc,
'RMAN cpu time (backup/restore)' as rmanc))
) timemodel,
( /* DBA_HIST_SYSSTAT */
select * from
(select snap id, dbid, stat name, value from
dba_hist_sysstat
) pivot
(sum(value) for (stat_name) in
("logons current' as logons curr, 'logons cumulative' as logons cum, 'execute count' as
execs))
) sysstat
where dur > 0
and snaps.id=osstat.snap_id
and snaps.dbid=osstat.dbid
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and snaps.id=timemodel.snap_id
and snaps.dbid=timemodel.dbid
and snaps.id=sysstat.snap_id
and snaps.dbid=sysstat.dbid
order by id asc

/

... Output omitted for brevity

This report will contain a number of columns including AWR snapshot information, database and CPU time
information for both foreground, background, and RMAN sessions, Average Active Sessions information, a number
of CPU load and utilization metrics for various Oracle session types, I/O utilization metrics, as well as other related
workload metrics. Due to the number of columns in the report output, we generally open the report in Excel for
readability; Figure 5-1 depicts the output from the above script in Excel.
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Figure 5-1. Database CPU statistics from AWR

Again, your goal is to size your workload for Exadata, so the important columns/metrics you need are the Oracle-
related CPU statistics. Legacy environment and server processor utilization numbers are certainly interesting but
could also include processor time from non-Oracle related components and thus add an amount of “background
noise” to our analysis. So, the important columns and metrics to examine from the Figure 5-1 are the following:

e  Snapshot duration: This is the duration, in minutes, between AWR snapshots. It provides a
time element by which to divide our counter-based AWR metrics, yielding utilization-per-
second numbers.

e  Number of CPUs: This reflects the number of processor cores in your existing database-tier
environment and is required to scope processing metrics by processor core.

e  Total Oracle CPU seconds: This is all of the Oracle-related CPU time during the snapshot
interval.

e Oracle CPU %: This is the total time, from DBA_HIST_SYS_TIME_MODEL, for DB CPUand
background cpu time metrics divided by the sampling interval, in seconds, multiplied by the
processor count.

e  Average Active Sessions, or AAS: This is the average number of active sessions over the snap of
the AWR snapshot range. Active sessions are defined as either actively assigned to a processor
and consuming CPU time or actively waiting on resources, such as I/0.

With this information, you can graph the data from the spreadsheet to display our Oracle-related CPU statistics.
Please refer to Figure 5-2.
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Figure 5-2. Oracle CPU seconds, Oracle CPU utilization, and Average Active Sessions from Oracle AWR

Based on the data collected so far, you can begin predicting your CPU requirements by examining two important
pieces of information: Average Active Sessions and Oracle CPU utilization multiplied by the processor core count. The
Average Active Sessions metric is worth discussing in more detail.

Average Active Sessions, or AAS, is a measure of “DB time” over a time interval. DB time includes time spent by
sessions actively engaged on a processor (for example, performing logical I/0, parsing, and so on) as well as sessions
currently in a wait status for any number of Oracle wait events. For example, sessions performing physical I/O will
have their time-in-wait (perhaps with the DB file scattered read wait event) tracked in the DB time time-model
metric. With these types of sessions, it is important to have processor cycles available at the time the wait events
complete; otherwise, you will experience CPU queuing, an indication that you may have insufficient CPU bandwidth
to meet your workload. For I/0-bound workloads, it is common to see AAS numbers greater than Oracle CPU
utilization numbers, as AAS metrics include time-in-wait.

For purposes of CPU planning using the method of extrapolation from Oracle AWR data, you can derive your
target number of CPU processor cores by evaluating the greater of AAS and Oracle CPU utilization.

Run the following script in Listing 5-2 to estimate your target processor requirements:

Listing 5-2. 1st05-02-awr-cpu-corecnt.sql

SYS @ PROD> select snaps.id, snaps.tm,snaps.dur,
osstat.num_cpus CPUs,
(((timemodel.dbt -lag(timemodel.dbt,1) over (order by snaps.id)))/1000000)/dur/60
aas ,
round(100*(((((timemodel.dbc - lag(timemodel.dbc,1) over (order by
snaps.id)))/1000000) +
(((timemodel.bgc - lag(timemodel.bgc,1) over (order by snaps.id)))/1000000)) /
(osstat.num_cpus * 60 * dur)),2) oracpupct,
greatest((((timemodel.dbt - lag(timemodel.dbt,1) over (order by
snaps.id)))/1000000)/dur/60,
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osstat.num_cpus * ((((((timemodel.dbc - lag(timemodel.dbc,1) over (order by
snaps.id)))/1000000) +
(((timemodel.bgc - lag(timemodel.bgc,1) over (order by snaps.id)))/1000000)) /
(osstat.num_cpus * 60 * dur)))) cpuneed
from
( /* DBA_HIST SNAPSHOT */
select distinct id,dbid,tm,instances,max(dur) over (partition by id) dur from (
select distinct s.snap_id id, s.dbid,
to char(s.end_interval time, 'DD-MON-RR HH24:MI') tm,
count(s.instance_number) over (partition by snap id) instances,
1440*((cast(s.end_interval time as date)
- lag(cast(s.end_interval time as date),1) over (order by s.snap id))) dur
from dba_hist_snapshot s,v$database d
where s.dbid=d.dbid)
) snaps,
( /* Data from DBA_HIST OSSTAT */
select *
from
(select snap id,dbid,stat_name,value from
dba_hist osstat
) pivot
(sum(value) for (stat_name)
in ('NUM_CPUS' as num_cpus, 'BUSY_TIME' as busy time,'LOAD' as load,'USER_TIME' as
user_time,
'SYS TIME' as sys_time, 'IOWAIT TIME' as iowait time))
) osstat,
( /* DBA_HIST TIME_MODEL */
select * from
(select snap id,dbid,stat name,value from
dba_hist_sys_time_model
) pivot
(sum(value) for (stat name)
in ('DB time' as dbt, 'DB CPU' as dbc, 'background cpu time' as bgc,
"RMAN cpu time (backup/restore)' as rmanc))
) timemodel
where dur > 0
and snaps.id=osstat.snap_id
and snaps.dbid=osstat.dbid
and snaps.id=timemodel.snap_id
and snaps.dbid=timemodel.dbid
order by id asc

/

SnapID| Start Time Mins CPUs AAS CPU% CPUs Required
22006 24-JUN-12 02:00 60.67 12 6.70 11.0 6.70
22007 24-JUN-12 03:00 59.57 12 2.33 5.2 2.33
22008 24-JUN-12 04:00 60.62 12 1.34 5.1 1.34

. Additional output omitted

The right-most column in the output displays the number of processors required to support our workload.
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With an Exadata capacity-planning exercise, however, you will also have a large number of processors on the
Exadata Storage Servers. Thus, it is important to differentiate between processor requirements for 1/0 and processor
requirements for non-1/0 wait-related database operations. You can calculate this by subtracting DB CPU time from
AAS to arrive at I/O-related CPU numbers. For this type of analysis, we recommend adding a margin of error for the
DB CPU time metrics, assuming that I/O requests will be satisfied faster with Exadata and potentially place greater CPU
demands on the database tier nodes. In the query below we will assume the following:

e I/O-related CPU demand = (Average Active Sessions) - ((DB CPU + background CPU))
e NoI/O-related CPU demand = (DB CPU + background CPU) + (50% * I/O-related CPU)

Next, run the script in Listing 5-3 to account for I/O versus non-I/0 processor requirements:

Listing 5-3. 1st05-03-awr-cpu-corecnt-ioadj.sql

SYS @ PROD> select id,tm,dur,CPUs,
aas, oracpupct,
(case
when (greatest(0,aas - (oracpupct * CPUs))) > 0 then
((oracpupct * CPUs) + (.5 * (aas - (oracpupct * CPUs))))
else (oracpupct * CPUs)
end) OraCPU,
greatest(0,aas - (oracpupct * CPUs)) OraIOCPU,
(( oracpupct * CPUs) + greatest(0,aas - (oracpupct * CPUs))) OraCPUTot

from (
{ ... Code from LIsting 5-2 ...}
/

Snap|Snap |Duration|Current| |  Ora|Non-IO | I0|Total CPU

ID|Start | Mins|  CPUs| AAS| CPU%| CPU Req|CPU Req| Req

------ Rl Rl Ceaeer e L) EE e EEeee e EE e EEE
22006|24-JUN-12 02:00| 60.67] 12|  6.70| 0.1] 4.01| 5.38] 6.70
22007|24-JUN-12 03:00|  59.57| 12| 2.33] 0.1 1.48| 1.71] 2.33
22008|24-JUN-12 04:00| 60.62| 12|  1.34] 0.1} 0.97| 0.73| 1.34
22009(24-JUN-12 05:00|  59.58| 12|  2.48] 0.1] 1.94] 1.09| 2.48

. output omitted

Now, calculate the average, maximum, and standard deviations for the CPU numbers in Listing 5-3,
as in Listing 5-4:

Listing 5-4. 1st05-04-awr-cpu-corecnt-sum.sql

SYS @ PROD> select avg(OraCPU) AvgOraCPU, max(OraCPU) MaxOraCPU, stddev(OraCPU) StdOraCPU,
avg(0raIOCPU) AvgOraIOCPU, max(OraIOCPU) MaxOraIOCPU, stddev(OraIOCPU) StdOraIOCPU,
avg(OraCPUTot) AvgOraCPUTot, max(OraCPUTot) MaxOraCPUTot, stddev(OraCPUTot) StdOraCPUTot
from ({... Code from Listing 5-3 ...})

/
Avg NonIO| Max Non IO|StdDev Non IO| Avg IO| Max IO| StdDev IO| Avg Total| Max Total| StdDev
CPU Req| CPU Req| CPU Req| CPU Req|CPU Req| CPU Req| CPU Req| CPU Req| Total Req
--------- S Sy RSy ([ S Sm i I
3.22| 10.38] 1.75] 1.99| 14.47| 1.78| 4.21] 17.52] 2.56
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Based on these numbers, for this single database we can assume that we need the following:
e 10.38 CPUs on the compute grid
e  14.47 CPUs for the storage grid

e 17.52 CPUs in total. Note that this number is smaller than the sum of compute grid and storage
grid estimates; this is due to a bit of estimation for compute node (that is, DB CPU) metrics.

Note For this analysis, we propose using the maximum values to account for resource consumptions spikes.

Next, you should expand your analysis to account for additional environments, an estimated percentage of
resource consumption expected across these databases, as well as add a “margin of error” Use the following SQL*Plus
script to perform this task, with the following input variable descriptions:

e &num_addtl dbs = Number of additional, potentially non-production databases that we will
plan on consolidating on the same Exadata Database Machine.

e 8pct_resource_load = Estimated fraction of CPU consumption that each additional
environment will consume with respect to the database analyzed. For this, “1” = equal CPU
weight compared to the database you're running the analysis on, “1” = 10% the CPU load of
your database, and so on.

e 8margin_err = Factor of safety. For this, “1” = no margin of error, “2” = multiply our measured
numbers by two, and so on.

In Listing 5-5, we will assume that we will have five additional databases, each with 25% the CPU load of our
original database, and add a 20% margin of error for our CPU calculations.

Note Of course, it’s always more accurate to measure true CPU requirements for each database targeted for the
Exadata migration but in many cases, non-production databases may have a variable workload and usage pattern.

Listing 5-5. 1st05-05-awr-cpu-corecnt-sum-extr.sql

SYS @ PROD> select avg(OraCPU) AvgOraCPU, max(OraCPU) MaxOraCPU, stddev(OraCPU) StdOraCPU,
avg(0raIOCPU) AvgOraIOCPU, max(OraIOCPU) MaxOralOCPU, stddev(OraIOCPU) StdOraIOCPU,
avg(OraCPUTot) AvgOraCPUTot, max(OraCPUTot) MaxOraCPUTot, stddev(OraCPUTot) StdOraCPUTot
from (
select
(aas + (&num_addtl dbs * &&pct resource load * 8&margin err * aas )) aas,
(oracpupct+ (&num addtl dbs * &&pct resource load * 88margin err * oracpupct)) oracpupct,
(OraCPU + (8&num_addtl dbs * 88pct resource load * &margin err * OraCPU)) OraCPU,
(0raIOCPU + (&num addtl dbs * &&pct resource load * 88margin err * OraIOCPU)) OraIOCPU,
(OraCPUTot + (&num addtl dbs * &3pct resource load * &&margin err * OraCPUTot)) OraCPUTot
from ( {... code from Listing 5-4 ...} )

. output omitted
75 order by id asc
76 ) where OraCPUTot < 100
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77 )

78 /

Enter value for num_addtl dbs: 5
Enter value for pct _resource load: .25
Enter value for margin err: 1.2

Avg NonIO| Max Non IO|StdDev Non IO| Avg IO| Max IO| StdDev IO| Avg Total| Max Total| StdDev
CPU Req]| CPU Req]| CPU Req| CPU Req|CPU Req| CPU Req| CPU Req| CPU Req| Total Req

--------- R e B B B e B
8.05| 25.95] 4.38| 4.97| 36.19| 4.44| 10.53] 43.79| 6.39

Based on the numbers above, for our consolidated workload, our CPU requirements are as follows:

e 26 CPUs on the compute grid
e 37 CPUs for the storage grid
e 44 CPUsin total
Finally, map these CPU requirements to the various Exadata configurations. In the next script, we will input the
same parameters as in the previous script and additionally introduce a “core multiplier” parameter:

e &core_multiplier = Relative processor speed weight of your current database-tier
environment as compared to Exadata compute and storage server CPUs. For this parameter,
enter “5” if your current CPUs have the speed of those on Exadata, “75” if they're three-fourths
as capable, “1” if they're the same, “2” if they're twice as fast, and so forth.

Note We recommend reading about Exadata CPU details in Recipe 1-1 of this book and comparing it with your
current environment. In this text, we will not attempt to enable our scripts to automatically calculate the multiplier based
on CPU clock speeds, manufacturers, and so on, but a good resource for comparison is http://tcp.org.

Using the same values for target number of instances (5), a relative percent CPU load for the remaining databases
of 0.25, a margin of error of 1.2, and a 0.5 CPU core multiplier (indicating your current CPUs are half as capable as
Exadata processors), the script in Listing 5-6 reports our required target Exadata environment.

Note In the script in Listing 5-6, we will also make an assumption that we want to keep our CPU utilization below
65% across compute nodes. This is Oracle’s Real World Performance Group recommendation and for the purposes of this
example, provides an extra level of comfort over our already-provided margin of error.

Listing 5-6. 1st05-06-awr-cpu-corecnt-forexa.sql

SYS @ PROD> SELECT MAX(OraCPU) MaxOraCPU,
MAX(0raIOCPU) MaxOraIOCPU,
(
CASE
WHEN MAX(OraCPU) < (.65*48)
THEN 'Quarter Rack'
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WHEN
THEN
WHEN
THEN 'Full Rack'
ELSE 'Full Rack +'

END) exa_for compute,

(

CASE
WHEN
THEN
WHEN
THEN
WHEN

'"Half Rack'

MAX(0raIOCPU) < 72
'Quarter Rack'
MAX(0raIOCPU) BETWEEN 72 AND 168
"Half Rack'

MAX(0raIOCPU) BETWEEN 168 AND 336
THEN 'Full Rack'
ELSE 'Full Rack +'

END) exa_for storage

FROM

(SELECT (OraCPU
&&num_addtl dbs
&&pct resource load *
88margin err * OraCPU)) *
&&core multiplier OraCPU,
(0raIOCPU + (
&&num_addtl_dbs *
&&pct resource load *
88margin_err * OraIOCPU)) *
&&core multiplier OraIOCPU

FROM
({ ... code from Listing 5-3 ...}
ORDER BY id ASC
)

WHERE OraCPUTot < 100

/

Enter value for num_addtl dbs: 5

Enter value for pct_resource load:

Enter value for margin_err: 1.2

Enter value for core multiplier:

+ (

*

.25

-5

Max Non-IO|
CPU Req| CPU Req| Compute Grid
___________ e
12.98| 18.09| Quarter Rack

MAX(0raCPU) BETWEEN (.65*48) AND (.65*96)

MAX(0raCPU) BETWEEN (.65%96) AND (.65*192)

Max I0| Exadata Recommendation | Exadata Recommendation

Storage Grid

Quarter Rack

Based on our existing CPU workload and overall sizing and processor comparison numbers entered, the
workload above will fit within an Exadata X2-2 Quarter Rack.

Note Please see Recipe 1-1 for Exadata Database Machine configuration details.
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How It Works

Processor capacity planning for Exadata is primarily a matter of understanding your current CPU demands. Using
data from Oracle AWR is a good way to forecast Exadata CPU requirements and Exadata configuration details. Using
scripts to extract data from AWR is a relatively straightforward method to accurately size your database workloads
for Exadata. As you can probably gather, the approach in this recipe is not limited to Exadata CPU capacity planning;
with slight adjustments to the last script in the solution of this recipe, you can follow this approach to conduct CPU
capacity-planning analysis for any Oracle target platform.

The code listings in this recipe select data from Oracle AWR views DBA_HIST_SNAPSHOT, DBA_HIST_OSSTAT,
DBA_HIST_TIME_MODEL, and DBA _HIST_ SYSSTAT. We used DBA_HIST_SNAPSHOT to provide detailed listing of the
snapshot ID, snapshot begin interval time and end interval time. Using Oracle’s LAG analytic function, we calculated
the minutes between intervals and used this to calculate rate-based metrics.

DBA _HIST OSSTAT was used to retrieve the per snapshot aggregate processor core/thread count as well as
host-based processor utilization metrics. These host-based utilization metrics are likely not relevant for purposes of
conducting an Exadata processor sizing assessment, as they could include non-Oracle components of CPU load and
additional Oracle environment’s load, and they are also dependent somewhat on the operating system and hardware
that the database runs on.

DBA_HIST _TIME_MODEL can be used to measure and forecast Oracle-related CPU load. In the examples in this
recipe, we used the LAG analytic function to calculate differences between snapshot intervals for DB time, DB CPU,
background cpu time, and RMAN cpu time statistics.

DBA_HIST_SYSSTAT was used to query logons per second and executions per second. This information is not
necessarily required when performing processor capacity planning, but it is often nice to see alongside Oracle CPU
usage statistics to correlate metrics to workload.

We've attempted to make the approach relatively scientific, but there are certainly conditions under which a bit
of educated guesswork may be required. Table 5-1 provides some recommendations to help refine your assumptions
and confidently perform your processor capacity-planning efforts.

Table 5-1. Refining our CPU planning assumptions

Risk or Assumption Recommendation and Comments

Uncertain how many additional Strive to consolidate what makes sense from a storage capacity standpoint

databases will be consolidated ~ (see Recipe 5-5) and eliminate candidate databases when capacity becomes

to Exadata a limiter as a first-pass. CPU bandwidth is rarely a limiting factor when
consolidating on Exadata; typically, disk capacity is the most important factor
that determines how many databases can fit on your database machine.

Work with your management team to understand consolidation goals for Exadata.

Uncertain how to establish a Run the scripts in this recipe on all of your databases to arrive at a representative

resource load percentage for number or run each step manually.

non-production databases

Unsure how to establish Be safe but not overly conservative. This is typically a judgment call by the

a “margin of error” for administrator. Overestimating your margin of error could be the difference

calculations between a Quarter Rack and a Half Rack or a Half Rack and a Full Rack, which
equates to a significant amount of money.

Historical AWR metrics not Use the margin of error conditions to amplify your CPU requirements numbers.

representative of expected usage For example, if your business is planning a business acquisition or new

patterns application functionality rollout, use this information to your advantage.

Unsure how to measure the core Refer to the TPC website (http://tpc.org) to find processor comparisons.
multiplier
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5-2. Determining IOPs Requirements
Problem

You wish to determine whether an Exadata Database Machine will provide enough I/Os per second, or IOPs, to meet
your database workload requirements.

Solution

To conduct an Exadata IOPs capacity-planning exercise, we recommend the following approach:

e Queryraw IOPs-related data from Oracle AWR, export to Excel, and optionally plot trends
and/or identify outlier conditions.

e Query IOPs averages, maximums, and other statistical information to understand usage
patterns.

e AddIOPs numbers for additional Oracle databases targeted to be deployed on Exadata.

e Determine Exadata and Exadata model specific fit based on measured IOPs data from AWR.

The script in Listing 5-7 displays your disk IOPs numbers for read requests, write requests, and redo log writes.
Log in to SQL*Plus on your current database and run this script to collect IOPs-related information from your Oracle
AWR repository.
Listing 5-7. 1st05-07-awr-iops.sql

SYS @ PROD> SELECT snaps.id,

snaps.tm,

snaps.dur,

snaps.instances,

((sysstat.IOPsr - lag (sysstat.IOPsr,1) over (order by snaps.id)))/dur/60 IOPsr,
((sysstat.IOPsw - lag (sysstat.IOPsw,1) over (order by snaps.id)))/dur/60 IOPsw,
((sysstat.IOPsredo - lag (sysstat.IOPsredo,1) over (order by snaps.id)))/dur/60 IOPsredo,
(((sysstat.IOPsr - lag (sysstat.IOPsr,1) over (order by snaps.id)))/dur/60) +

(((sysstat.IOPsw - lag (sysstat.IOPsw,1) over (order by snaps.id)))/dur/60) +
(((sysstat.IOPsredo - lag (sysstat.IOPsredo,1) over (order by snaps.id)))/dur/60) Totiops,
sysstat.logons_curr ,
((sysstat.logons _cum - lag (sysstat.logons cum,1) over (order by snaps.id)))/dur/60
logons_cum,
((sysstat.execs - lag (sysstat.execs,1) over (order by snaps.id)))/dur/60 execs
FROM
(
/* DBA_HIST SNAPSHOT */
SELECT DISTINCT id,
dbid,
tm,
instances,
MAX(dur) over (partition BY id) dur
FROM
(' SELECT DISTINCT s.snap_id id,
s.dbid,
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TO CHAR(s.end_interval time, 'DD-MON-RR HH24:MI') tm,
COUNT(s.instance number) over (partition BY snap id) instances,
1440*((CAST(s.end_interval time AS DATE) - lag(CAST(s.end_interval time AS DATE),1) over
(order by s.snap_id))) dur
FROM dba_hist_snapshot s,
v$database d
WHERE s.dbid=d.dbid
)
) snaps,
(
/* DBA_HIST SYSSTAT */
SELECT *
FROM
(SELECT snap_id, dbid, stat name, value FROM dba_hist sysstat
) pivot (SUM(value) FOR (stat_name) IN ('logons current' AS logons curr, 'logons cumulative'
AS logons_cum, 'execute count' AS execs, 'physical read IO requests' AS IOPsr,
'physical write IO requests' AS IOPsw, 'redo writes' AS IOPsredo))
) sysstat
WHERE dur >0
AND snaps.id =sysstat.snap_id
AND snaps.dbid=sysstat.dbid
ORDER BY id ASC

/
Snap| Snap | Duration| RAC| IOPs| IOPs| IOPs]| IOPs| Logons| Logons|  Execs
ID| Start | Mins| Nodes| Reads| Write| Redo| Total|Current|Per Sec| Per Sec
------ oy CoTwouNuu AN ISR SRR PN SN R B P
22006 | 24-JUN-12 02:00| 60.67| 1| 880.43| 850.46| 7.01| 1737.90| 262.0| 0.5] 432.1
22007 |24-JUN-12 03:00]| 59.57| 1| 750.65| 36.06| 5.46| 792.17| 262.0| 0.5| 410.0
22008|24-JUN-12 04:00|  60.62| 1| 499.39| 5.92| 5.45| 510.76] 287.0]  0.6] 453.7

... Additional snapshot information omitted

The output from this script could be lengthy, so we recommend pulling the data into Excel and charting your
I0OPs numbers. Figure 5-3 displays an example of IOPs metrics from AWR.
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10Ps Metrics from AWR
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Figure 5-3. Database IOP:s statistics from Oracle AWR
With this information, summarize your IOPs metrics using the code in Listing 5-8:

Listing 5-8. 1st05-08-awr-iops-sum.sql

SYS @ PROD> select
avg(IOPsr) AvgIOPsr, max(IOPsr) MaxIOPsr,
avg(I0Psw) AvgIOPsw, max(IOPsw) MaxIOPsw,
avg(IOPsr) AvgIOPsredo, max(IOPsredo) MaxIOPsredo,
avg(Totiops) AvgTotiops, max(Totiops) MaxTotiops
from { ... code from Listing 5-7 ...}

Avg I0Ps| Max IOPs| Avg IOPs| Max IOPs| Avg IOPs| Max IOPs| Avg IOPs| Max IOPs
Reads | Reads | Write| Write| Redo | Redo| Total| Total

--------- e Rl Al B e
432.06|  2026.94| 63.58|  1003.31] 432.06| 291.94| 547.46|  2262.43

This output shows that our workload requires an I/0 subsystem capable of handling 2262.43 IOPs. Now, introduce
additional logic into the script to extrapolate these IOPs numbers and account for additional databases, an estimated
percentage of IOPs demand expected across these databases, as well as add a margin of error. In the next script:

e &num_addtl_dbs = Number of additional, potentially non-production databases that we will
plan on consolidating on the same Exadata Database Machine.

e 8pct_resource load=Estimated fraction of IOPs demand that each additional environment will
consume with respect to the database analyzed. For this, “1” = equal IOPS demand compared to the
database you're running the analysis on, “1” = 10% the IOPS demand of your database, and so forth.

e 8margin_err = Factor of safety. For this, “1” = no margin of error, “2” = multiply our measured
IOPs numbers by two, and so on.
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In the example in Listing 5-9, we will assume that we will have four additional databases, each with 10% the IOPs
demand of our original database, and add a 30% margin of error for our IOPs calculations:

Listing 5-9. 1st05-09-awr-iops-sum-extr.sql

SYS @ PROD> select
avg(IOPsr) AvgIOPsr, max(IOPsr) MaxIOPsr,
avg(IOPsw) AvgIOPsw, max(IOPsw) MaxIOPsw,
avg(IOPsr) AvgIOPsredo, max(IOPsredo) MaxIOPsredo,
avg(Totiops) AvgTotiops, max(Totiops) MaxTotiops
from (
select
(IOPsr + (&8num_addtl dbs * &8pct resource load * &margin err * IOPsr)) IOPsr,
(IOPsw + (&8num_addtl dbs * 88pct resource load * &margin err * IOPsw)) IOPsw,
(I0Psredo + (&num addtl dbs * &&pct resource load * 88margin err * IOPsredo)) IOPsredo,
(Totiops+ (8&num_addtl dbs * 88pct resource load * &margin err * Totiops)) Totiops from (
{ ... Code from Listing 5-7 ... }
)
/
Enter value for num_addtl dbs: 4
Enter value for pct_resource load: .1
Enter value for margin err: 1.3

Avg IOPs| Max IOPs| Avg IOPs| Max IOPs| Avg IOPs| Max IOPs| Avg IOPs| Max IOPs
Reads | Reads | Write| Write| Redo| Redo | Total| Total

--------- B el Bl R B B
656.73]  3080.95| 96.64|  1525.04] 656.73] 443.75] 832.14|  3438.89

With estimated forecasts for additional environments and their relative IOPs weight, our adjusted IOPs demand
is now 3438.89.

Finally, take the information collected thus far and map these requirements to disk IOPs capabilities on Exadata.
The following script evaluates IOPs data from AWR and compares with Exadata IOPs capabilities for both High
Performance and High Capacity SAS disks, taking into consideration whether you will use Oracle ASM normal or high
redundancy (see Recipe 5-4 for additional details). In Listing 5-10, two additional input parameters are provided:

e Basm_redundancy_data is used to multiply the calculated write IOPs by either two or three,
depending on whether normal or high redundancy is used for database files

e  8&asm_redundancy_reco is used to multiply the calculated redo IOPs by either two or three,
depending on whether normal or high redundancy is used for redo log files

Note Please refer to Recipe 1-1 to learn more about Exadata I0Ps capabilities.

Listing 5-10. 1st05-10-awr-iops-forexa.sql

SYS @ PROD> select
max(IOPsr) MaxIOPsrt,
max(IOPsw) MaxIOPsw,
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max (IOPsredo) MaxIOPsredo,
max(Totiops) MaxTotiops,
(case
when max(Totiops) < 10000 then 'Quarter Rack'
when max(Totiops) between 10000 and 25200 then 'Half Rack'
when max(Totiops) between 25200 and 50400 then 'Full Rack'
when max(Totiops) > 50400 then 'Full Rack+'
end) exa_hp,
(case
when max(Totiops) < 6000 then 'Quarter Rack'
when max(Totiops) between 6000 and 14000 then 'Half Rack'
when max(Totiops) between 14000 and 28000 then 'Full Rack'
when max(Totiops) > 28000 then 'Full Rack+'
end) exa_hc
from (
{ ... Code from Listing 5-9 ... })
/
Enter value for num_addtl dbs: 4
Enter value for pct resource load: .1
Enter value for margin err: 1.3
Enter value for asm_redundancy_data: normal
Enter value for asm_redundancy reco: high

Max IOPs| Max IOPs| Max IOPs| Max IOPs| Exadata Recommendation | Exadata Recommendation

Reads | Write| Redo | Total| HP Disks | HC Disks
--------- R e Bl Dl
3080.95| 3050.07| 1331.26| 4956.76| Quarter Rack | Quarter Rack
How It Works

Disk IOPs planning for Exadata is primarily a matter of understanding your current IOPs demands. Using data from

Oracle AWR is a good way to forecast Exadata IOPs requirements and Exadata configuration details. Using scripts

to extract data from AWR is a relatively straightforward method to accurately size your database IOPS workloads for

Exadata. The approach in this recipe is not limited to Exadata IOPs capacity planning; with slight adjustments to the
script in Listing 5-10, you can follow this approach to conduct a IOPs planning analysis for any target platform.

In Recipe 1-1, we provided Oracle-published disk IOPs capabilities for each of the available configuration
models. Oracle states that each SAS disk in each cell is capable of delivering approximately 267 IOPs for High
Performance disks and 166 IOPs for High Capacity SAS disks. Using these numbers with your current workloads, you
can determine whether Exadata will provide the necessary disk IOPs to meet your performance demands, and if so,
which Exadata configuration is best suited for your environment.

The code listings in this recipe select data from Oracle AWR views DBA_HIST SNAPSHOT and DBA_HIST SYSSTAT.
We used DBA_HIST_SNAPSHOT to provide detailed listing of the snapshot ID, snapshot begin interval time and end
interval time. Using Oracle’s LAG analytic function, we calculated the minutes between intervals and used this to
calculate rate-based metrics.

DBA_HIST_SYSSTAT contains the information needed for IOPs demand capacity planning. In this recipe, we ran
queries based on three system statistics: physical read IO requests, physical write IO requests, and redo
writes. The physical read IO requestsand physical write IO requests are both incremented at each read or
write call, whether the reads are buffered reads or direct reads. As such, they serve as a good measure of I/O demand.
When divided by the number of seconds between AWR samples, we arrived at our IOPs numbers for both reads
and writes.
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The redo writes statistic is slightly different. This statistic is incremented each time LGWR successfully flushes
the contents of the log buffer to disk. Contrary to the physical read IO requests and physical write IO requests
statistics, redo writes is areflection of “completed I/0,” not I/O demand. However, for purposes of conducting a IOPs
analysis, it is often acceptable to treat this statistic the same as the read and write request statistics.

Physical write and redo write IOPs numbers as measured from Oracle system statistics (V$SYSSTAT or
DBA_HIST_SYSSTAT) are reflections of Oracle’s write calls but do not account for the fact that extents will be mirrored
with either ASM normal or high redundancy. When sizing for Exadata, you need to multiply the system statistics by
either two for normal redundancy or three for high redundancy disk group configurations.

Since many of statistics are counter-based metrics that continuously increment over time, you need to subtract
the previous snapshot’s value from the current snapshot’s value and divide by the number of seconds between
snapshots to calculate your I/O bandwidth rates. In this recipe, we used Oracle’s LAG function to achieve this. We also
used 11g PIVOT method to dynamically build a list of aliased columns for each of the metrics we wanted to capture.
We like this approach because it reduces the number of lines of code and reduces self-joining potentially large
AWR tables.

Caution If your current databases are experiencing significant redo log write wait activity, the redo write statistic
may not be an entirely accurate picture of redo writing IOPs demand. If you experience significant wait time for
log file sync waits it can be an indication of an 1/0 issue or configuration issue on your current environment.
Exadata can help address this with its disk cache on the storage servers and Smart Flash Logging. To learn more
about these features, please see Recipe 18-9.

While the methods presented in this recipe should help you to properly size your environment for Exadata, other
factors also play a significant role. CPU processor capacity planning, I/O bandwidth capacity planning, and certainly
storage capacity planning are other important tasks. Please read the other recipes in this chapter to learn more about
these capacity-planning activities.

5-3. Determining I/0 Bandwidth Requirements
Problem

You wish to determine whether an Exadata Database Machine will provide enough I/O bandwidth, or data
transfer capacity, to meet your database workload requirements. Furthermore, you wish to decide which Exadata
configuration will meet your needs based on information gleaned from AWR data.

Solution
To conduct an Exadata I/0 bandwidth capacity-planning exercise, we recommend the following approach:

¢ Queryraw I/O bandwidth information from Oracle AWR, export to Excel, and optionally plot
trends and/or identify outlier conditions.

¢  Determine I/O bandwidth averages, maximums, and other statistical information to
understand usage patterns.

e AddI/0 bandwidth numbers for additional Oracle databases targeted to be deployed on
Exadata.

e Determine Exadata and Exadata model specific fit based on measured I/O bandwidth
from AWR.
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The following code displays your disk I/0 bandwidth numbers for read requests, write requests, and redo log
writes. Log in to SQL*Plus from your current database and run the script in Listing 5-11 to collect I/O bandwidth
information from your Oracle AWR repository:

Listing 5-11. 1st05-11-awr-iobw.sql

SYS @ PROD> select snaps.id, snaps.tm,snaps.dur,snaps.instances,
(( (bs.db_block size * (sysstat.IOmbpsr - lag (sysstat.IOmbpsr,1) over (order by
snaps.id)))/1024/1024))/dur/60 IOmbpsr,
(( (bs.db_block size * (sysstat.IOmbpsw - lag (sysstat.IOmbpsw,1) over (order by
snaps.id)))/1024/1024))/dur/60 IOmbpsw,
(( ((sysstat.IOmbpsredo - lag (sysstat.IOmbpsredo,1) over (order by
snaps.id)))/1024/1024))/dur/60 IOmbpsredo,
((( (bs.db_block size * (sysstat.IOmbpsr - lag (sysstat.IOmbpsr,1) over (order by
snaps.id)))/1024/1024))/dur/60) +
((( (bs.db_block size * (sysstat.IOmbpsw - lag (sysstat.IOmbpsw,1) over (order by
snaps.id)))/1024/1024))/duxr/60) +
((( ((sysstat.IOmbpsredo - lag (sysstat.IOmbpsredo,1) over (order by
snaps.id)))/1024/1024))/dur/60) Totmbps,
sysstat.logons _curr ,
((sysstat.logons_cum - lag (sysstat.logons_cum,1) over (order by snaps.id)))/dur/60
logons_cum,
((sysstat.execs - lag (sysstat.execs,1) over (order by snaps.id)))/dur/60 execs
from
( /* DBA_HIST_SNAPSHOT */
select distinct id,dbid,tm,instances,max(dur) over (partition by id) dur from (
select distinct s.snap_id id, s.dbid,
to _char(s.end interval time, 'DD-MON-RR HH24:MI') tm,
count(s.instance_number) over (partition by snap id) instances,
1440*((cast(s.end_interval time as date) - lag(cast(s.end interval time as date),1) over
(order by s.snap_id))) dur
from dba_hist_snapshot s,
v$database d
where s.dbid=d.dbid)
) snaps,
( /* DBA_HIST SYSSTAT */
select * from
(select snap_id, dbid, stat name, value from
dba_hist_sysstat
) pivot
(sum(value) for (stat_name) in
('logons current' as logons_curr, 'logons cumulative' as logons_cum, 'execute count' as
execs,
'physical reads' as IOmbpsr, 'physical writes' as IOmbpsw,
'redo size' as IOmbpsredo))
) sysstat,
( /* V$PARAMETER */
select value as db _block size
from v$parameter where name="db_block size'
) bs
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where dur > 0

and snaps.id=sysstat.snap_id
and snaps.dbid=sysstat.dbid
order by id asc

/
Snap| Snap | Duration| RAC| MBPS | MBPS| MBPS| MBPS| Logons| Logons| Execs
ID| Start | Mins| Nodes| Reads| Write| Redo| Total|Current|Per Sec| Per Sec
------ ol Ly [PMUUN BN BN SRS PSRN DN PSRN P
22006 |24-JUN-12 02:00| 60.67| 1| 19.87| 8.60| 3.10] 31.57| 262.0| 0.5] 432.1
22007|24-JUN-12 03:00| 59.57| 1| 78.72] 0.44] o0.11] 79.27] 262.0| 0.5  410.0
22008|24-JUN-12 04:00| 60.62| 1| 61.05| 0.09| 0.06] 61.20| 287.0| 0.6]  453.7

... output omitted

As the output from the script can be lengthy, we recommend pulling the data into Excel and charting your I/O
bandwidth numbers. Figures 5-4 displays examples of I/O bandwidth metrics from AWR.

1/0 Bandwidth (MB/second)

250

200

150 |

——MBPS Read

w
a MBPS Write
= ——MBPS Redo

il —— MBPS Total

Figure 5-4. 1/0 bandwidth from Oracle AWR

Now, summarize your I/O bandwidth data from AWR using the script in Listing 5-12:

Listing 5-12. 1st05-12-awr-iobw-sum.sql

SYS @ PROD> select avg(IOmbpsr) AvgIOmbpsr, max(IOmbpsr) MaxIOMbpsr,
avg(IOmbpsw) AvgIOmbpsw, max(IOmbpsw) MaxIOMbpsw,
avg(IOmbpsredo) AvgIOmbpsredo, max(IOmbpsredo) MaxIOMbpsredo,
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avg(Totmbps) AvgTotmbps, max(Totmbps) MaxTotmbps
from ( { ... Code from Listing 5-11 ... })
/
Avg MBPS|Max MBPS|Avg MBPS|Max MBPS|Avg MBPS|Max MBPS|Avg MBPS| Max MBPS
Reads| Reads| Write| Write| Redo | Redo| Total| Total

-------- el Rt R B B ey P
32.47| 209.66]| 1.89| 11.68]| 0.33] 3.63| 34.69| 218.18

Based on the numbers above you can see that the maximum I/0 bandwidth in MB/second from the AWR sample
set is approximately 218 MB/second.

Next, introduce logic into your script to extrapolate your I/0 demand numbers to account for additional
databases, an estimated percentage of I/O bandwidth demand expected across these databases, as well as add a
“margin of error” In the next script:

e  &num_addtl_dbs = Number of additional, potentially non-production databases that we will
plan on consolidating on the same Exadata Database Machine.

e 8pct_resource_load = Estimated fraction of I/O bandwidth demand that each additional
environment will consume with respect to the database analyzed. For this, “1” = equal IOPS
demand compared to the database you're running the analysis on, “1” = 10% the IOPS
demand of your database, and so forth.

e 8&margin_err = Factor of safety. For this, “1” = no margin of error, “2” = multiply our measured
IOPs numbers by two, and so on.

In the example in Listing 5-13, we will assume five additional databases, each with a 1:2 ratio of /O demand
compared to our current database (1:2 = 50% = pct_resource_load=.5), and a 25% margin of error:

Listing 5-13. 1st05-13-awr-iobw-sum-extr.sql

SYS @ PROD> select avg(IOmbpsr) AvgIOmbpsr, max(IOmbpsr) MaxIOMbpsr,
avg(IOmbpsw) AvgIOmbpsw, max(IOmbpsw) MaxIOMbpsw,
avg(IOmbpsredo) AvgIOmbpsredo, max(IOmbpsredo) MaxIOMbpsredo,
avg(Totmbps) AvgTotmbps, max(Totmbps) MaxTotmbps
from (

select (IOmbpsr + (8&num_addtl dbs * 88pct resource load * &margin err * IOmbpsr)) IOmbpsr,
(IOmbpsw + (&&num_addtl dbs * 8&pct resource load * &8margin err * IOmbpsw)) IOmbpsw,
(IOmbpsredo + (&&num_addtl dbs * &8pct resource load * &margin_err * IOmbpsredo))

IOmbpsredo,
(Totmbps+ (8&num_addtl dbs * 88pct resource load * &margin err * Totmbps)) Totmbps
from (
{ ... Code from Listing 5-11 ...}

/

Enter value for num_addtl dbs: 5
Enter value for pct resource load: .5
Enter value for margin err: 1.25

Avg MBPS| Max MBPS| Avg MBPS| Max MBPS| Avg MBPS| Max MBPS| Avg MBPS| Max MBPS
Reads | Reads | Write]| Write| Redo| Redo| Total]| Total

--------- el e B B e
133.95| 864.85| 7.78| 48.19| 1.37] 14.99| 143.10| 900.00

With these revised, extrapolated numbers, our I/O bandwidth demand maximum values are now approximately
900 MB/second.
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Finally, take the information collected thus far and map these requirements to disk I/O bandwidth capabilities
on Exadata. The script in Listing 5-14 compares our I/O bandwidth demand from AWR with Exadata I/O bandwidth
capabilities for both High Performance and High Capacity SAS disks, taking into consideration whether you will use
Oracle ASM normal or high redundancy (see Recipe 5-4 for additional details). In Listing 4-14, two additional input
parameters are provided:

e Basm_redundancy_data is used to multiply the calculated write IOPs by either two or three,
depending on whether normal or high redundancy is used for database files

e Basm_redundancy_reco is used to multiply the calculated redo IOPs by either two or three,
depending on whether normal or high redundancy is used for redo log files

Note Please refer to Recipe 1-1 to learn more about Exadata I/0 bandwidth capabilities.

Listing 5-14. 1st05-14-awr-iobw-forexa.sql

SYS @ PROD> select
max(IOPsr) MaxIOPsr,
max(IOPsw) MaxIOPsw,
max(IOPsredo) MaxIOPsredo,
max(Totiops) MaxTotiops,
(case
when max(Totiops) < 10000 then 'Quarter Rack'
when max(Totiops) between 10000 and 25200 then 'Half Rack'
when max(Totiops) between 25200 and 50400 then 'Full Rack'
when max(Totiops) > 50400 then 'Full Rack+'
end) exa_hp,
(case
when max(Totiops) < 6000 then 'Quarter Rack'
when max(Totiops) between 6000 and 14000 then 'Half Rack'
when max(Totiops) between 14000 and 28000 then 'Full Rack'
when max(Totiops) > 28000 then 'Full Rack+'
end) exa_hc
from (
select
(IOPsr + (&8num_addtl dbs * &8pct resource load * &margin err * IOPsr)) IOPsr,
(IOPsw + (&8num_addtl dbs * 88pct resource load * &margin err * IOPsw)) IOPsw,
(I0Psredo + (&num addtl dbs * &&pct resource load * 88margin err * IOPsredo)) IOPsredo,
(Totiops+ (8&num_addtl dbs * 88pct resource load * &margin err * Totiops)) Totiops from (
{ ... Code from Listing 5-11 ... }

Enter value for num_addtl dbs: 5

Enter value for pct _resource load: .5

Enter value for margin_err: 1.25

Enter value for asm_redundancy_data: normal
Enter value for asm_redundancy_reco: high

117

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 5 ' SIZING EXADATA

Max MBPS| Max MBPS| Max MBPS| Max MBPS| Exadata Recommendation | Exadata Recommendation
Reads| Write| Redo| Total| HP Disks | HC Disks

864.85| 96.38]| 4.96| 936.59| Quarter Rack | Quarter Rack

From this output, we can determine that an Exadata Quarter Rack will meet these specific database’s I/O
bandwidth requirements.

Note The script in Listing 5-14 does not account for storage capabilities of the X3-2 Eighth Rack.

How It Works

I/0 bandwidth planning for Exadata is primarily a matter of understanding your current I/O bandwidth demands.
Using data from Oracle AWR is a good way to forecast Exadata I/O bandwidth requirements and Exadata
configuration details. Using scripts to extract data from AWR is a relatively straightforward method to accurately size
your database I/O bandwidth on Exadata. The approach in this recipe is not limited to Exadata I/O capacity planning;
with slight adjustments to the script in Listing 5-14, you can follow this approach to conduct an I/O bandwidth
planning analysis for any target platform.

In Recipe 1-1, we provided Oracle-published disk I/O bandwidth capabilities for each of the available
configuration models. Using these numbers with your current workloads, you can determine whether Exadata will
provide the necessary disk I/0 bandwidth to meet your performance demands, and if so, which Exadata configuration
is best suited for your environment.

If you use the methods in this recipe, you will very likely arrive at overly conservative I/O bandwidth numbers
for Exadata. The Exadata Storage Servers are equipped with PCI Flash and Smart Flash Cache functionality, which
can greatly increase your overall bandwidth capabilities. Additionally, software features such as Smart Scan, Hybrid
Columnar Compression, and storage indexes can potentially greatly reduce the volume of data transmitted over your
storage interconnect, reducing your bandwidth requirements. In other words, if your system is servicing 1 GB/second
of I/0 from your current storage array now, it very well may not need to do this much work on Exadata. This being
said, we recommend taking the first pass at your I/O bandwidth capacity-planning assessment without taking into
consideration all of Exadata’s hardware and software features.

Note If your I/0 bandwidth assessment shows that your environments do not comfortably fit into the capabilities
of Exadata, explore whether you can and will exploit features such as Smart Scan and HCC. Please refer to Chapters 15
through 19 to learn more.

The code listings in this recipe select data from Oracle AWR views DBA_HIST_SNAPSHOT and DBA_HIST SYSSTAT.
We used DBA_HIST_SNAPSHOT to provide detailed listing of the snapshot ID, snapshot begin interval time and end
interval time. Using Oracle’s LAG analytic function, we calculated the minutes between intervals and used this to
calculate rate-based metrics.

DBA_HIST_SYSSTAT contains the information needed to conduct an I/0 bandwidth capacity-planning exercise.
In this recipe, we ran queries based on three system statistics: physical reads, physical writes, and redo size.
The physical reads statistic is incremented as disk read I/O operations complete, whether satisfied via buffered
reads of direct path read mechanism. Since non-Exadata environments always perform I/0 in units of a database
block, each read metric equates to one block size worth of data, so multiply your physical reads values by our
database block size and convert to whichever rate metric you wish to report on. In this recipe, we reported on
megabytes per second, or MB/second, so we divided our I/0 metrics by (1024 * 1204).
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The physical write statistics are handled the same was as physical reads, but the redo size metric is handled
a bit differently. Oracle’s redo size metric represents the volume of redo generated, in bytes, so we simply divided
these values by (1024 * 1024) to arrive at our redo I/O bandwidth in units of MB/second.

Since these statistics are counter-based metrics that continuously increment over time, you need to subtract the
previous snapshot’s value from the current snapshot’s value and divide by the number of seconds between snapshots
to calculate your I/0 bandwidth rates. In this recipe, we used Oracle’s LAG function to achieve this. We also used 11g
PIVOT method to dynamically build a list of aliased columns for each of the metrics we wanted to capture. We like this
approach because it reduces the number of lines of code and reduces self-joining, potentially large AWR tables.

Additionally, similar to logic presented in Recipe 5-3, you need to adjust your write-related I/O bandwidth
numbers to account for either ASM normal or high redundancy. For example, write operations with normal
redundancy will write to both primary and mirrored extents, so a single physical write as measured from database-
level system statistics will translate to two physical writes inside the storage. When conducting I/0 bandwidth
capacity planning for ASM, these additional mirrored writes will need to be considered and weighed against the
capabilities of the storage infrastructure.

5-4. Determining ASM Redundancy Requirements
Problem

You need to decide what type of Oracle ASM redundancy to configure for your ASM disk groups on Exadata.

Solution

Determining your ASM disk group redundancy configuration is a matter of understanding data protection levels
offered with normal or high ASM redundancy, forecasting your usable disk space needs for the databases you will
place on Exadata, and the economics involved with under-protecting or over-protecting your disk storage.

Note For additional details on Oracle ASM redundancy on Exadata, please see Recipes 6-5 and 9-4.

With Oracle ASM normal redundancy, assuming you've spread your underlying Exadata grid disks evenly across
cell disks and storage cell, your databases can survive the failure or planned outage of an entire cell disk without
causing an availability outage. With ASM high redundancy, you can survive two simultaneous storage cell outages
without impacting data availability.

The decision to choose normal or high redundancy, or even no redundancy, is a matter of balancing your
organization’s tolerance for risk and the economics of reduced storage capacity. For example, some companies select
a high redundancy ASM disk group configuration to protect against media failure that may occur during Exadata
Storage Server patching; when patching, it is usually necessary to take a storage server and all its disks offline. With
normal redundancy configurations, doing so will leave you vulnerable in the event another storage server or set of
disks fails while patching.

How It Works

Normal redundancy mirrors primary ASM extents on disks in a different storage cell, where high redundancy
establishes two primary extent mirrors on different storage cells. In each case, this reduces your total usable storage
capacity or database storage. With a normal redundancy configuration, you lose half of our raw capacity and with high
redundancy you lose two-thirds of your usable capacity. Table 5-2 provides a summary of total usable capacity based
on your Oracle ASM disk group redundancy configuration.
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Table 5-2. ASM redundancy and data storage usable capacity

X3-2 Eighth Rack X2-2 and X3-2 X2-2 and X3-2 X2-2, X3-2, X2-8, and X3-8
Quarter Rack Half Rack Full Rack

Usable Capacity, High 5.15TB 10.3TB 25.2TB 50.4 TB
Performance Disks,
Normal Redundancy
Usable Capacity, High 3.6 TB 7.2TB 16.8 TB 33.6 TB
Performance Disks,
High Redundancy
Usable Capacity, High 27TB 54 TB 126 TB 252 TB
Capacity Disks,
Normal Redundancy
Usable Capacity, High 18 TB 36 TB 84TB 168 TB

Capacity Disks,
Normal Redundancy

Note The usable capacity numbers in Table 5-2 do not account for Fast Recovery Area storage versus “normal”
database storage, nor do they account for a normally small DBFS disk group. Typically, if you elect to configure an FRA
and back up internally to Exadata, Oracle will allocate 60% of your usable capacity for the RECO grid disks. This will
reduce your usable capacity for database files storage to roughly 40% of the numbers displayed in Table 5-2. For example,
for a Full Rack configured with High Performance disks and normal ASM redundancy, your available capacity for
non-recovery structures (that is, database files) is reduced to approximately 20 TB. Please see Recipes 5-5, 5-8, and 5-9
to learn more about this topic.

On Exadata, the Oracle ASM external redundancy is not supported. On non-Exadata storage environments,
many clients elect external redundancy and rely on host-based or array-based RAID to provide data protection. With
Exadata the storage servers do not provide RAID protection; data is protected solely with Oracle ASM redundancy.
You can elect to configure ASM disk groups with no redundancy, but this is not recommended for obvious reasons.

Let’s discuss disk drive failure probabilities. Referencing studies conducted by Paris/Long in
www.ssrc.ucsc.edu/Papers/paris-storagesso6.pdf, we can consider two types of failure probabilities:

¢ Independent disk drive failures

e  Correlated drive failures based on a global defect with a collection of drives. In this case, we
may expected an “accelerated” failure rate, such as that caused by defects from the same batch
of disk drives, escalated temperatures in the drive enclosure or data center, and so forth.
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For this discussion, we will define a few probability definitions:

e  P(surv) = The probability of survival in the event of single drive failure. In other words, the
probability of notlosing access to data

e n=The number of disks that comprise a failure set. With Oracle ASM on systems with
“many disks,” you will have eight (8) partner disks for each mirror, whether the disk group is
configured with normal or high redundancy—the difference between the two is the number of
mirrors, not the number of partner disks.

e )\ =Rate of failure of a disk drive. This is the inverse of the drive’s published Mean Time
Between Failure (MTBF).

e Trepair = Time to repair a failed drive

Our formulas for measuring probability of survival, which is a measure of risk of data loss, can be expressed as
the following:

e  ASM Normal Redundancy: P(surv) = exp(-n*A*Trepair)
e  ASM High Redundancy: P(surv) = (1+n*A*Trepair) * exp(-n*A*Trepair)
If we consider independent disk drive failures and use a 1,000,000-hour failure rate and a 24-hour time to repair a

failed disk, our probability of survival with ASM normal redundancy is the following:

P(surv) = exp(-n*A*Trepair)
exp(-8 * (1/1000000) * 24)

= 99.98%

With ASM high redundancy, our survival probability:

P(surv) = (1+nATrepair) * exp(-nATrepair)
(1+8*(1/1000000)*24) ( exp(-8 * (1/1000000) * 24)
99.99%

If you now consider a potential accelerated failure rate for disk drives, which often is a more realistic scenario
considering environmental reasons for failure, let’s see what our probabilities of survival look like when our MTBF is
once per month. In the example below, considering a failure rate of once per month:

With ASM normal redundancy:

P(surv)

exp(-n*A*Trepair)
exp(-8 * (1/720) * 24)
76.59%

With ASM high redundancy:
P(surv) = (1+n*A*Trepair) * exp(-n*A*Trepair)
(1+8*(1/720)*24) ( exp(-8 * (1/720) * 24)
97.01%

Asyou can see, accelerate failure rates yield much lower survival probabilities than independent failure rates.
Furthermore, ASM disk groups configured with high redundancy offer much better protection in an accelerated
failure rate scenario as compared to normal redundancy ASM disk groups.
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In summary, deciding your ASM disk group redundancy configuration is a matter of asking these questions:
e  How much usable storage do you need for your databases?

e  Howrisk-averse is your organization to loss of data availability in the event of multiple storage
cell failures or simultaneous maintenance operations?

e  How much are you willing to spend to limit this risk? If ASM high redundancy pushes you
from, say, a Half Rack to a Full Rack configuration, does the risk justify the cost?

5-5. Forecasting Storage Capacity
Problem

You wish to determine whether your current databases will fit, from a disk space standpoint, on an Oracle
Exadata Database Machine. Furthermore, you want to forecast which Exadata configuration is best suited for your
environment based on your disk storage needs.

Solution

In this recipe, you will learn how to calculate the size of your current database and measure the amount of space
required to store your archived redo logs in order to properly size your environment for Exadata.

First, determine the size of each of your database’s database files by logging in to SQL*Plus in your current
environment and running the script in Listing 5-15:

Listing 5-15. 1st05-15-db-size.sql

SOL> select 'Data Files' type, sum(bytes)/1024/1024/1024 szgb,count(*) cnt
from v$datafile group by substr(name,1,instr(name,'/"',1,2)-1)

union

select 'Temp Files', sum(bytes)/1024/1024/1024 szgb,count(*) cnt

from v$tempfile group by substr(name,1,instr(name,'/"',1,2)-1)

union

select 'Redo Member',sum(1l.bytes)/1024/1024/1024 szgb,count(*) cnt

from v$logfile 1f, v$log 1

where 1.group#=1f.group# group by substr(member,1,instr(member,'/",1,2)-1)

/

File Type Size (GB) Number of files
Data Files 2950.68 36
Redo Membe 32.00 8
Temp Files 72.00 4

The output above shows that for this database, we require approximately 3 TB of usable storage. Run the same
query for each database you plan on deploying to Exadata.

Next, calculate the disk space requirements for our archived redo logs. The script in Listing 5-16 below accepts an
input parameter &days_to_keep, which defines the number of days of archived redo to maintain on disk. This value
should be governed by your organization’s backup and recovery strategy.
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Listing 5-16. 1st05-16-archive-size.sql

SYS @ PROD> select avg(gbpd) AvgGBpd, max(gbpd) MaxGBpd,
avg(gbpd) * &3num_days AvgReq,
max(gbpd) * &&num_days MaxReq

from (
select al.dt, (al.blks * kc.blksize)/1024/1024/1024 gbpd
from
(select trunc(completion time) dt, sum(blocks) blks
from v$archived_log
group by trunc(completion time)) al,
(select max(lebsz) blksize
from x$kccle) kc
)
/
Enter value for num_days: 3
old 2: avg(gbpd) * &num_days AvgReq,
new 2: avg(gbpd) * 3 AvgRegq,
old 3: max(gbpd) * &&num_days MaxReq
new 3: max(gbpd) * 3 MaxReq
Avg GB per Day Max GB per Day GB Req Avg GB Req Max
6.11 123.16 18.34 369.48

1 row selected.

The output above shows that for this particular database, we need about 125 GB to store one day’s worth of
archived redo on disk and approximately 370 GB to store three days on disk. Add the values for all of your databases
running in ARCHIVELOG mode to arrive at a total disk space requirement for Exadata. Typically, customers store
archived redo logs in a Fast Recovery Area ASM disk group. For details on this topic, please refer to Recipe 5-9.

Next, you should attempt to determine your current growth rates for your databases. We will cover this topic in
Recipe 5-6.

Note Please reference Recipe 5-6 to learn how to estimate your database growth rates using Oracle AWR data.

Hybrid Columnar Compression can offer a tremendous amount of disk space savings on Exadata. If you know
which tables, and their sizes, will be converted to Hybrid Columnar Compressed tables as part of the Exadata
migration, reduce your database size estimates by the appropriate sizing factor. We will not attempt to provide insight
on how to predict this in this recipe as mileage with Hybrid Columnar Compression will vary from organization to
organization and is predicated on how many and which tables are “fits” for HCC.

Note Recipe 4-4 provides some insight on how to assess your workload and database for Hybrid Columnar
Compression.
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The next decision to make is whether to use normal or high ASM disk group redundancy. This is usually a
non-technical business decision based on risk tolerance and economics. From a storage capacity-planning perspective,
this can play a large role in determining whether you decide on a Quarter Rack, Half Rack, or Full Rack, and even on
your choice between High Performance and High Capacity disks.

Note For more information on ASM disk group redundancy, please refer to Recipe 5-4.

Finally, understand how much physical capacity and usable capacity exists for each Exadata configuration. This
information, combined with the other recipes in this chapter, should ultimately drive your Exadata configuration
alternative selection.

e Whether you will elect ASM normal redundancy or high redundancy as your ASM disk group
protection strategy

e The usable storage capacity of each Exadata X2-2, X2-8, X3-2, and X3-8 configuration when
configured with either or both normal redundancy or high redundancy ASM disk groups

How It Works

To determine your disk storage needs for Exadata, you need to consider the following:

e  Thessize of all data files, temp files, redo logs, and control files for all databases you're planning
on deploying on Exadata

e  For each database targeted to run in ARCHIVELOG mode, the volume of archived redo logs you
generate within the time period in which you desire to have on-disk copies

e  Forecasted organic growth estimates for each database

e  Optionally, an assessment of which tables may be candidates for Hybrid Columnar
Compression and for these, which compression flavor you will select

e  Whether you will select ASM normal redundancy or high redundancy as your ASM disk group
protection strategy

e The usable storage capacity of each Exadata X2-2, X2-8, X3-2, and X3-8 configuration when
configured with either or both normal redundancy or high redundancy ASM disk groups

Note Consult Oracle documentation of Table 5-2 in Recipe 5-4 to understand the physical storage capacity for each
Exadata configuration.

With your storage requirements calculated from scripts in this recipe along with performance-based
requirements, you can properly size and scope your Exadata configuration. One topic worth reiterating is that
the Oracle Exadata Database Machine is an engineered system that is delivered in one of three different storage
configurations, each with either 600 GB high performance or 3 TB high capacity SAS disks. So, you've only got six
different options for raw disk capacity. As an administrator, you have influence over your usable capacity based on
your choice of ASM redundancy and how large to size your FRA storage. Additionally, in 2012, Oracle began shipping
and supporting Storage Expansion Racks, which are essentially sets of storage servers, to handle the demand for
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more storage capacity. If your performance requirements fit nicely in a smaller Exadata configuration but usable
storage requirements push you beyond this configuration, Expansion Racks provide a lower-cost alternative. As this
sometimes can upset the hardware balance between the compute, storage, and network grids, use caution when
going down the Storage Server Expansion Rack route.

5-6. Planning for Database Growth
Problem

You wish to measure your storage consumption growth rates to properly size your databases for Oracle Exadata.

Solution

If you're running your current environments Oracle 10g or 11g, use Oracle AWR data to calculate your growth rates.
In this recipe, we will show you how to calculate your current database’s growth rate on a per-tablespace basis, how
to summarize these growth rates, and how to forecast your capacity requirements based on these growth rates.
Additionally, you will learn how to map these storage requirements to the appropriate Exadata configuration.

The script in Listing 5-17 can be used to calculate your database growth on a per-tablespace basis. Log in to
SQL*Plus in your current database, connect as a database user with access to the AWR views, and run the
following script:

Listing 5-17. 1st05-17-db-growth.sql

SYS @ PROD> break on report
SYS @ PROD> compute sum of initalloc initused curralloc currused alloc_gbpd used gbpd on report
SYS @ PROD> set echo on
SYS @ PROD> SELECT tbs tbs, ROUND (init_alloc_gb, 2) initalloc,
ROUND (init used gb, 2) initused, ROUND (curr_ alloc_gb, 2) curralloc,
ROUND (curr_used gb, 2) currused,
ROUND (100 * (curr_used_gb / curr_alloc_gb), 2) PCTUSED,
ROUND (alloc_gbperday, 2) alloc_gbpd,
ROUND (used_gbperday, 2) used_gbpd
FROM (SELECT tsmin.tsname tbs, tsmin.tablespace size init alloc_gb,
tsmin.tablespace_usedsize init_used_gb,
tsmax.tablespace_size curr_alloc_gb,
tsmax.tablespace_usedsize curr_used_gb,
(tsmax.tablespace_size - tsmin.tablespace_size) / (tsmax.snaptime -
tsmin.snaptime) alloc_gbperday,
(tsmax.tablespace usedsize - tsmin.tablespace usedsize)
/ (tsmax.snaptime - tsmin.snaptime) used gbperday
FROM  (SELECT *
FROM (SELECT TRUNC (s.begin interval time) snaptime,
t.tsname, (ts.BLOCKSIZE * u.tablespace size) / 1024 / 1024 / 1024
tablespace_size,
(ts.BLOCKSIZE * u.tablespace_usedsize) / 1024 / 1024 / 1024
tablespace usedsize,
(RANK () OVER (PARTITION BY t.tsname ORDER BY s.snap_id ASC)
) latest,
s.end_interval time endtime
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FROM dba_hist_snapshot s, v$instance i, v$database

d,dba_hist _tablespace stat t,

dba_hist_tbspc_space usage u,SYS.ts$ ts

WHERE s.snap_id = t.snap_id
AND s.dbid=d.dbid
AND s.dbid=t.dbid
AND s.dbid=u.dbid

AND i.instance_number = s.instance_number
AND s.instance_number = t.instance_number

AND ts.ts# = t.ts#
AND t.snap_id = u.snap_id
AND t.ts# = u.tablespace id)
WHERE latest = 1) tsmin,
(SELECT *

FROM (SELECT TRUNC (s.begin interval time) snaptime,

t.tsname,

(ts.BLOCKSIZE * u.tablespace size) / 1024 / 1024 / 1024

tablespace_size,

(ts.BLOCKSIZE * u.tablespace usedsize) / 1024 / 1024 / 1024

tablespace_usedsize,

(RANK () OVER (PARTITION BY t.tsname ORDER BY s.snap_id DESC)

) latest,
s.end_interval time endtime

FROM dba_hist_snapshot s,v$instance i,v$database

d,dba_hist_tablespace stat t,

dba_hist_tbspc_space usage u,SYS.ts$ ts

WHERE s.snap_id = t.snap_id

AND s.dbid=d.dbid

AND s.dbid=t.dbid

AND s.dbid=u.dbid

AND i.instance number = s.instance number
AND s.instance_number = t.instance_number
AND t.snap_id = u.snap_id

AND ts.ts# = t.ts#
AND t.ts# = u.tablespace id)
WHERE latest = 1) tsmax

WHERE tsmin.tsname = tsmax.tsname and tsmax.snaptime > tsmin.snaptime)

/

Start Start Curr Curr
Tablespace Alloc (GB) Used (GB) Alloc (GB) Used
AMAPS DATA 1.95 0.00 1.95
APPS_TS ARCHIVE 0.73 0.51 0.73
APPS_TS INTERFACE 6.61 5.53 6.61
APPS_TS_MEDIA 2.72 2.57 3.78

... output omitted for brevity

sum 257.77 177.61 303.84
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For the database above, we are experiencing an allocated daily growth rate of 0.95 GB per day and a used growth
rate of 0.66 GB/day, between the oldest and most recent AWR snapshot time range. Unless you're concerned about
per-tablespace growth, you can summarize your growth using the script in Listing 5-18:

Listing 5-18. 1st05-18-db-growth-sum.sql

SYS @ PROD> SELECT

ROUND (sum(curr alloc_gb), 2) curralloc,
ROUND (sum(curr_used_gb), 2) currused,
ROUND (100 * (sum(curr used gb) / sum(curr alloc_gb)), 2) PCTUSED,
ROUND (sum(alloc_gbperday), 2) alloc_gbpd,
ROUND (sum(used gbperday), 2) used gbpd
FROM (SELECT tsmin.tsname tbs, tsmin.tablespace size init alloc_gb,
tsmin.tablespace_usedsize init_used_gb,
tsmax.tablespace_size curr_alloc_gb,
tsmax.tablespace_usedsize curr_used_gb,
(tsmax.tablespace_size - tsmin.tablespace size) / (tsmax.snaptime -
tsmin.snaptime) alloc_gbperday,
(tsmax.tablespace usedsize - tsmin.tablespace usedsize)
/ (tsmax.snaptime - tsmin.snaptime) used gbperday

FROM  (SELECT *
FROM (SELECT

FROM

WHERE
AND
AND
AND
AND
AND
AND

WHERE latest =

(SELECT *
FROM (SELECT

TRUNC (s.begin_interval time) snaptime,

t.tsname, (ts.BLOCKSIZE * u.tablespace_size) / 1024 / 1024 / 1024
tablespace_size,

(ts.BLOCKSIZE * u.tablespace usedsize) / 1024 / 1024 / 1024
tablespace usedsize,

(RANK () OVER (PARTITION BY t.tsname ORDER BY s.snap_id ASC)

) latest,

s.end_interval_time endtime

dba_hist_snapshot s,v$instance i,v$database d,

dba_hist tablespace stat t,dba_hist tbspc_space usage u,SYS.ts$
ts

s.snap_id = t.snap_id

s.dbid=d.dbid and s.dbid=t.dbid and s.dbid=u.dbid

i.instance_number = s.instance_number

s.instance_number = t.instance_number

ts.ts# = t.ts#

t.snap_id = u.snap_id

t.ts# = u.tablespace_id)

1) tsmin,

TRUNC (s.begin_interval time) snaptime,
t.tsname,
(ts.BLOCKSIZE * u.tablespace_size) / 1024 / 1024/ 1024
tablespace size,
(ts.BLOCKSIZE * u.tablespace usedsize) / 1024 / 1024 / 1024
tablespace_usedsize,
(RANK () OVER (PARTITION BY t.tsname ORDER BY s.snap id DESC)
) latest,
s.end_interval time endtime
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FROM dba_hist_snapshot s,v$instance i, v$database d,
dba_hist_tablespace stat t,dba_hist tbspc_space usage u,SYS.ts$
ts

WHERE s.snap_id = t.snap_id
AND s.dbid=d.dbid and s.dbid=t.dbid and s.dbid=u.dbid
AND i.instance_number = s.instance_number
AND s.instance_number = t.instance_number
AND t.snap_id = u.snap_id
AND ts.ts# = t.ts#
AND t.ts# = u.tablespace_id)

WHERE latest = 1) tsmax
WHERE tsmin.tsname = tsmax.tsname and tsmax.snaptime > tsmin.snaptime)

Curr Curr Alloc Growth Used Growth
Alloc (GB) Used (GB) % Used GB/day GB/day

303.84 209.92 69.09 .96 .67

Now you can forecast how large you expect your database to be based on the current growth rates. Typically,
organizations will forecast capacity based on long term budgetary milestones and with an Exadata deployment on the
horizon, the example below in Listing 5-19 displays a 1-year, 2-year, 3-year, and 5-year capacity plan:

Listing 5-19. 1st05-19-db-growth-horizon.sql

SYS @ PROD> SELECT
ROUND (sum(curr_alloc_gb), 2) curralloc,
greatest(sum(alloc_gbperday),sum(used gbperday)) grate,
(sum(curr_alloc_gb) +
365*(greatest(sum(alloc_gbperday),sum(used_gbperday))))
- (sum(curr_alloc_gb)-sum(curr_used gb)) yeari,
(sum(curr_alloc_gb) +
2*365*(greatest(sum(alloc_gbperday),sum(used_gbperday))))
- (sum(curr_alloc_gb)-sum(curr_used gb)) year2,
(sum(curr_alloc_gb) +
3*365*(greatest(sum(alloc_gbperday),sum(used_gbperday))))
- (sum(curr_alloc_gb)-sum(curr_used gb)) years,
(sum(curr_alloc_gb) +
5%365*(greatest(sum(alloc_gbperday),sum(used gbperday))))
- (sum(curr_alloc_gb)-sum(curr_used gb)) years
FROM (SELECT tsmin.tsname tbs, tsmin.tablespace size init alloc_gb,
tsmin.tablespace_usedsize init_used gb,
tsmax.tablespace_size curr_alloc_gb,
tsmax.tablespace_usedsize curr_used_gb,
(tsmax.tablespace_size - tsmin.tablespace size) / (tsmax.snaptime -
tsmin.snaptime) alloc_gbperday,
(tsmax.tablespace usedsize - tsmin.tablespace usedsize)
/ (tsmax.snaptime - tsmin.snaptime) used gbperday
FROM  (SELECT *
FROM (SELECT TRUNC (s.begin interval time) snaptime,
t.tsname, (ts.BLOCKSIZE * u.tablespace_size) / 1024 / 1024 / 1024
tablespace_size,
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(ts.BLOCKSIZE * u.tablespace usedsize) / 1024 / 1024 / 1024
tablespace_usedsize,
(RANK () OVER (PARTITION BY t.tsname ORDER BY s.snap_id ASC)
) latest,
s.end_interval time endtime
FROM dba_hist_snapshot s,
v$instance i, v$database d,
dba_hist_tablespace stat t,
dba_hist_tbspc_space usage u,
SYS.ts$ ts
WHERE s.snap_id = t.snap_id
AND s.dbid=d.dbid and s.dbid=t.dbid and s.dbid=u.dbid
AND i.instance_number = s.instance_number
AND s.instance number = t.instance number
AND ts.ts# = t.ts#
AND t.snap_id = u.snap_id
AND t.ts# = u.tablespace id)
WHERE latest = 1) tsmin,
(SELECT *
FROM (SELECT TRUNC (s.begin_interval time) snaptime,
t.tsname,
(ts.BLOCKSIZE * u.tablespace_size) / 1024 / 1024/ 1024
tablespace size,
(ts.BLOCKSIZE * u.tablespace usedsize) / 1024 / 1024 / 1024
tablespace usedsize,
(RANK () OVER (PARTITION BY t.tsname ORDER BY s.snap_id DESC)
) latest,
s.end_interval time endtime
FROM dba_hist_snapshot s,
v$instance i, v$database d,
dba_hist tablespace stat t,
dba_hist_tbspc_space usage u,
SYS.ts$ ts
WHERE s.snap_id = t.snap_id
AND s.dbid=d.dbid and s.dbid=t.dbid and s.dbid=u.dbid
AND i.instance_number = s.instance_number
AND s.instance number = t.instance number
AND t.snap_id = u.snap_id
AND ts.ts# = t.ts#
AND t.ts# = u.tablespace id)
WHERE latest = 1) tsmax
WHERE tsmin.tsname = tsmax.tsname and tsmax.snaptime > tsmin.snaptime)

/
Curr Growth Rate 1-year 2-year 3-year 5-year
Alloc (GB) GB/day Size (GB) Size (GB) Size (GB) Size (GB)

303.84 .96 561.34 911.73 1262.11 1962.88
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Finally, you can add additional logic into the script to determine which Exadata configuration you need to target
based on your growth rate, number of similarly sized databases (think in terms of production clones), percentage of
primary database size that each clone consumes, whether you're targeting High Performance or High Capacity disk
drives, the percentage of space reserved for “data” vs. your Fast Recovery Area, and whether you're electing ASM
normal redundancy or ASM high redundancy.

Note Please see Recipes 5-4 and 6-6 to learn more about ASM redundancy and Recipe 5-9 to understand
techniques for measuring your Fast Recovery Area.

In the script in Listing 5-20 below:

e  &num_dbs = Number of additional databases that are copies or clones of the database you're
running the query against.

e 8pct db size=Percentage of size for each additional database with respect to the database
you're running the query against. For example, “1” means that each additional database will
be the same size, “25” means each additional database is one-fourth the size, and so forth.

e 8hp_or_hc=Whether you're using High Performance or High Capacity Disk drives. For this
parameter, enter either “HC” or “HP.” If the string is unmatched, the query assumes High
Performance disks.

e 8pct for data=Percentage of disk space reserved for database files, excluding FRA
requirements. For example, if you wish to size your FRA to 50% available storage, enter .5.
If you need a 25% reservation for the FRA, enter .75.

e Basm_redundancy = Normal or high ASM redundancy. If string is unmatched, the query will
assume NORMAL redundancy.

For the execution of this script in our environment, we will assume five additional databases, each equally sized
to the current database, and use of ASM normal redundancy with High Performance drives. We will further assume
we will reserve half of our Exadata storage capacity for our FRA.

Note As executed, the script below assumes a five-year capacity plan. You can adjust the script for a one-year,
two-year, or three-year forecast by changing the “year5” references in the top section of the code.

Listing 5-20. 1st05-20-db-growth-forexa.sql

SYS @ PROD> select curralloc,grate,years,

decode(upper('8&hp_or hc'),'HP', 'High Performance','HC', 'High Capacity', 'High Performance')
drivetype,

decode(upper ('8&asm_redundancy'), '"NORMAL', 'Normal', 'HIGH', 'High', 'Normal') asmredund,

case

when upper('&&hp_or_hc') = 'HP' then
case
when upper('83asm_redundancy') = 'NORMAL' then
case
when year5 < (10547*88pct_for_data) then 'Quarter Rack'
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when year5 between (10547*88pct for data) and (25804*88pct for data)
then 'Half Rack'

when year5 between (25804*88&pct for data) and (51609*88pct for data)
then 'Full Rack'

when year5 > (51609*88pct for data) then 'Full Rack+'

when upper('&8asm_redundancy') = 'HIGH'  then

case

end
else
case

end
end

when year5 < (7372*88pct_for data) then 'Quarter Rack'

when year5 between (7372*88pct for data) and (17203*8&pct for data)
then 'Half Rack'

when year5 between (17203*88pct for data) and (34406*88pct for data)
then 'Full Rack'

when year5 > (34406*88pct for data) then 'Full Rack+'

when year5 < (10547*88pct for data) then 'Quarter Rack'

when year5 between (10547*88pct for data) and (25804*88pct for data)
then 'Half Rack'

when year5 between (25804*88pct for data) and (51609*88pct for data)
then 'Full Rack'

when year5 > (51609*88pct for data) then 'Full Rack+'

when upper('88hp or hc') = 'HC' then

case

when upper('8&%asm_redundancy') = "NORMAL' then

case

end

when year5 < (55296*88pct for data) then 'Quarter Rack'

when year5 between (55296*88pct for data) and (129024*88&pct for data)
then 'Half Rack'

when year5 between (129024*88&pct for data) and (258048*8&pct for data)
then 'Full Rack'

when year5 > (258048*88pct for data) then 'Full Rack+'

when upper('83asm_redundancy') = 'HIGH' then

case

end
else
case

when year5 < (36864*88pct_for_data) then 'Quarter Rack'

when year5 between (36864*83pct_for data) and (86016*88pct_for_ data)
then 'Half Rack'

when year5 between (86016*88pct for data) and (172032*88&pct for data)
then 'Full Rack'

when year5 > (172032*88pct_for data) then 'Full Rack+'

when year5 > (172032*88pct_for data) then 'Full Rack+'

when year5 < (55296*88pct for data) then 'Quarter Rack'
when year5 between (55296*88pct for data) and (129024*8&pct for data)
then 'Half Rack'
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end
else
case

end

when year5 between (129024*&&pct for data) and (258048*8&pct for data)
then 'Full Rack'
when year5 > (258048*88&pct for data) then 'Full Rack+'
end

when upper('8&asm_redundancy') = "NORMAL' then
case
when year5 < (10547*88pct_for_data) then 'Quarter Rack'
when year5 between (10547*88pct for data) and (25804*88pct for data)
then 'Half Rack'
when year5 between (25804*88pct for data) and (51609*88pct for data)
then 'Full Rack'
when year5 > (51609*88pct_for data) then 'Full Rack+'
end
when upper('8&asm_redundancy') = "HIGH'  then
case
when year5 < (7372*88pct_for data) then 'Quarter Rack'
when year5 between (7372*8&pct for data) and (17203*&&pct for data)
then 'Half Rack'
when year5 between (17203*88pct for data) and (34406*88pct for data)
then 'Full Rack'
when year5 > (34406*88pct for data) then 'Full Rack+'
end
else
case
when year5 < (10547*88pct for data) then 'Quarter Rack'
when year5 between (10547*88pct for data) and (25804*88pct for data)
then 'Half Rack'
when year5 between (25804*88pct for data) and (51609*88pct for data)
then 'Full Rack'
when year5 > (51609*88pct_for_data) then 'Full Rack+'
end

end exa_model

from (

select curralloc, grate ,

year1+(8&num_dbs * &8pct db_size * yearl) yeari,
year2+(8&num_dbs * &8pct db_size * year2) year2,
year3+(&&num_dbs * &8pct db_size * year3) year3,
year5+(&&num_dbs * 83pct db_size * year5) years
from ( { ... Code from Listing 5-19 ...

)
/

Enter
Enter
Enter
Enter
Enter
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Curr Growth Rate 5-year ASM Exadata Config
Alloc (GB) GB/day Size (GB) Drive Type Redundancy Recommendation
303.84 .96 11778.08 High Performance Normal Half Rack

Based on our current growth rates and estimated five-year size of our database, combined with the
aforementioned inputs, we can assume that an Exadata Half Rack with ASM normal redundancy and High
Performance disks can support our capacity requirements.

How It Works

Similar to information in Recipe 5-5, analyzing your disk storage needs for Exadata is a matter of capturing your
current database size, calculating growth rates, multiplying or adding based on the number of databases planned
to be deployed on Exadata, deciding on an ASM redundancy strategy, deciding between High Performance or High
Capacity disk drives, and finally understanding Exadata storage capacities. With the exception of FRA sizing, which is
covered in Recipe 5-9, you can gather all of this information based on your current database footprint using data from
Oracle AWR, assuming that the current growth rates are representative of your forecasted growth rates.

Using SQL scripts like the ones contained in this recipe is a good way to conduct this type of capacity-planning
exercise. There may, of course, be unknown variables that contribute to your capacity-planning efforts. You can
account for these by adjusting some of your input criteria in the final SQL script in this recipe.

5-7. Planning for Disaster Recovery
Problem

You are planning on deploying Oracle Exadata and wish to make intelligent decisions about your database disaster
recovery strategy.

Solution

If your organization has business requirements for disaster recovery for your Oracle database residing on Oracle
Exadata, Oracle Data Guard is Oracle’s recommended solution. Oracle’s Maximum Availability Architecture (MAA)
paper can be downloaded at
www.oracle.com/technetwork/database/features/availability/exadata-maa-131903.pdf.

Oracle Data Guard on Exadata functions identically to 11gR2 Data Guard on non-Exadata databases. Your
standby database can be either a physical standby or a logical standby and can also use Advanced Data Guard
features. Additionally, your standby does not have to reside on an Oracle Exadata database machine, although some
software features would be limited in the event of a disaster and Data Guard switchover.

How It Works

The Oracle Exadata Database Machine does not support array replication or any other means of maintaining
duplicate copies of data outside of Oracle-provided technologies and solutions. Data Guard is typically the disaster
recovery solution of choice, but other Oracle products such as Oracle Golden Gate could also be used to meet
your needs.

There are a few topics worth mentioning when discussing disaster recovery in the context of Oracle databases
residing on Exadata. First, if you choose to deploy your standby environment on a different architecture (in other
words, not Oracle Exadata), Oracle storage server software features will not function on the standby environment.
Clearly, if you're relying on these software features to meet performance SLAs, you will be at risk of reduced
performance in the event of a failure.
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Hybrid Columnar Compression is not supported on a non-Exadata standby environment; the reason we mention
this specifically is not just to discuss a potential performance impact in the event of a failover, but more so to mention
the potentially significant storage impact. Tables that are compressed with Hybrid Columnar Compression are
decompressed in flight to a non-Exadata standby, imposing both a performance impact and potentially significant
disk capacity impact.

From a planning and economics perspective, the decision to deploy a disaster recovery environment on Exadata
is, for many customers, a non-trivial budgetary line item. As such, like all disaster recovery planning, it is important to
build and communicate the business justification for a standby Exadata environment and be prepared to present cost
benefit analysis. One strategy that often helps customers justify a multisite Exadata deployment is to run
non-production databases at the disaster recovery site on the DR Exadata Database Machine.

5-8. Planning for Backups
Problem

You're running your Oracle databases on Exadata and are looking for options to back up your environments.

Solution

The backup and recovery topic for Oracle database environments, in general, is relatively broad. With Oracle Exadata
environment, the topic is no less complex; to provide continuity and protect your data, you need to back it up. With
Oracle Exadata environments, this means backing up your database files and software on both the compute, storage,
and network grids.

We're going to keep this recipe relatively short and not dive into installation or configuration details with
either Oracle backup solutions or other vendor products solutions. In short, these are the elements you need to be
concerned with:

e  Backup your operating system binaries, Oracle software homes, and Oracle files on the
compute nodes just as you would on a non-Exadata environment. In other words, if you use
avendor backup solution or software that requires backup agents to be installed on your
compute nodes, ensure that your vendor backup agents are supported by Exadata compute
node operating systems.

¢  You can also back up your compute server binaries by using LVM snapshots. Recipe 14-5
provides an example of this method.

e  Your Exadata Storage Servers do not need to be backed up; Exadata automatically backs these
up using a self-maintained internal USB drive.

e  Backup your InfiniBand switch configuration using Backup/Restore functionality in the
InfiniBand ILOM web interface.

e  Backup your Oracle databases using Oracle RMAN, optionally storing copies in your Fast
Recovery Area inside your ASM “REC0” disk group.

e  You can optimize your backups by backing up over your InfiniBand network:
e Install InfiniBand drivers on backup media servers, or
e  Backup to Oracle ZFS storage appliance share over InfiniBand.

From a planning perspective, the most important of the above considerations is usually the topic of your
database backups, since the strategy you deploy could have impacts beyond data recovery and availability. For
example, if you choose to reserve enough capacity in your Fast Recovery Area for one day’s worth of activity and an
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RMAN level 0 backup, the disk space required for this will impact your overall usable capacity. Also, your decision
about how much archived redo to maintain on disk (in other words, inside an ASM group) as well as your frequency of
performing RMAN backups also has an effect on your usable capacity.

Another factor for many organizations is backup and recovery performance. Backups to ASM disk groups
containing a Fast Recovery Area are cell offloadable operations and can be very fast, but backups to external storage
devices (disk, tape, virtual tape, and so forth) typically incur more overhead. You can address this overhead by using
your high-speed, high-bandwidth InfiniBand network, a dedicated 10 GbE network, and using other Oracle RMAN
performance optimization techniques.

How It Works

Backing up your Oracle environments on Exadata is not much different than non-Exadata backups, but here are some
things to think about:

e Since your database storage will always be with Oracle ASM, you need to use RMAN to back
up your database files.

e  When you fill out your Exadata DB Machine Configuration worksheet (please refer to Recipes 8-1,
9-2, and/or 9-3), you will be asked whether to back up to external media or internal to Exadata.
If you select external, the configuration process will establish at 80:20 split between DATA and
RECO, leaving 20% of the usable capacity for archive logs and other archived redo logs, one
plex of your online redo log groups, and flashback logs. I you choose “internal to the database
machine,” the configuration process will allocate at 40:60 split between DATA and RECO storage,
with 60% accounting for the aforementioned recovery structures/files plus RMAN backups.

e  Your decision on whether to employ Flashback features, perform RMAN backups to your
FRA, and how long to retain recovery data (archive logs, and so forth) on disk can have a
profound impact on usable storage capacities. With non-Exadata storage arrays, there tends
to be a lower incremental cost to scale capacity for these types of purposes; on Exadata, if your
recovery policies alone push you from a Quarter Rack to a Half Rack, the cost of this jump is
generally considered nontrivial. You should be aware of this when designing your backup and
recovery strategy.

e Databases residing on Exadata tend to be “large.” When planning for large database backups,
ensure your network bandwidth is capable of supporting your backup operations. Since
Exadata is an engineered system with reserved and preconfigured network interfaces,
you won't have as much flexibility to add network cards or drastically change network
configurations as you may in non-Exadata systems. Oracle provides for an “additional
network” (NET3) to address this and you can use 10 GbE NICs.

e  When possible, leverage your InfiniBand network to facilitate faster backup and restore times.
An Oracle-centric architecture we’ve been successful with for both Exadata and Exalogic
backup solutions is comprised of leveraging the InfiniBand network as the backup network
and backing up to Oracle ZFS Storage Appliance shares over InfiniBand.

Oracle has written a backup and recovery best practices paper called Backup and Recovery Performance and
Best Practices for Exadata Cell and Oracle Exadata Database Machine, which you can download from
www.oracle.com/technetwork/database/features/availability/maa-tech-wp-sundbm-backup-11202-183503.pdf.
We strongly recommend reading this paper.
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5-9. Determining Your Fast Recovery Area and RECO Disk
Group Size Requirements

Problem

You wish to properly estimate the size of your Fast Recovery Area (FRA) for your Oracle 11gR2 databases, or perhaps
more specifically the selection you choose for “Backup method” in your Exadata configuration worksheet.

Solution

In this recipe, you will learn how to size your Fast Recovery and RECO disk storage on Exadata. Your first choice is

to determine whether you will be storing RMAN backups inside your Fast Recovery Area. Doing so will allow for the
fastest recovery duration, at the expense of reduced usable disk capacity for your data files inside your storage grid. If
you choose to store RMAN backups inside your FRA/RECO disk group, you should select “Backups internal to Oracle
Exadata Database Machine” as your backup method in your configuration spreadsheet. Doing so will allocate 60% of
your usable capacity for the RECO disk groups.

This choice is customizable; if, for example, you're moving one production database and multiple nonproduction
databases to Exadata that each run in NOARCHIVELOG mode, you can size your RECO disk group smaller than 60% of
usable capacity. We recommend sizing this portion to be 100% the size of each database running in ARCHIVELOG mode
that you wish to store RMAN backups inside your FRA.

Other database entities that you need to account for include archived red logs, flashback logs, online redo log
files, and control files. Your control files will be small in size, so we will ignore this in the calculations below. This
leaves you with the task of calculating the size required for archived redo logs, flash back logs, and redo log files.

The following script can be used to display, for a single database, the estimated size required for your FRA and RECO
structures. The script prompts for the following information and returns a percentage required; this percentage
should be used to decide what your ratio should be between DATA and RECO storage:

e Bbackups_to_exa: Enter “Y” or “N” to decide between backing up your database to Exadata vs.
backing up externally.

e &num_days: Enter an integer representing the number of days you wish to retain archived logs
on disk. This is decided in accordance with your organization’s database backup and recovery
strategy.

e Buse_flashlog: Enter “Y” or “N” to indicate whether you plan to use flashback logging. If you
choose “Y,” the script will use the volume of archive log generation to represent the rate of
change (that is, DML volume) per interval.

Log in to your current database as SYSDBA and execute the script in Listing 5-21:

Listing 5-21. 1st05-21-db-reco-fra.sql

SYS @ PROD> select dbgb, redogb, ArchMaxReq,
rmangb, flgb,
100*( (dbgb+redogb)/(dbgb+redogb+ArchMaxReq+rmangb+flgb)) pct for data,
100*( (ArchMaxReq+redogb+rmangb+flgb)/(dbgb+redogb+ArchMaxReqg+rmangb+flgb)) pct for reco

from
( select db.dbgb, redo.redogb,
(arch.gbpd * &num_days) ArchMaxReq,
(case
when upper('88&backups to exa') like 'Y%' then (db.dbgb + arch.gbpd)
else 0
end) rmangb,
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(case
when upper('88use_flashlog') like 'Y%' then (arch.gbpd)
else 0
end) flgb
from (
select
max((al.blks * kc.blksize)/1024/1024/1024) gbpd
from
(select
trunc(completion_time) dt,
sum(blocks) blks
from v$archived log
group by trunc(completion time)) al,
(select
max(lebsz) blksize
from x$kccle) kc
) arch,
(

select sum(bytes)/1024/1024/1024 dbgb
from v$datafile

) db,
(
select sum(bytes)/1024/1024/1024 redogb
from v$log
) redo
)
/
Enter value for num_days: 3
old 7: (arch.gbpd * &num_days) ArchMaxReq,
new 7: (arch.gbpd * 3) ArchMaxReq,
Enter value for backups to exa: Y
old 9: when upper('&8backups_to_exa') like 'Y%' then (db.dbgb + arch.gbpd)
new 9: when upper('Y') like 'Y%' then (db.dbgb + arch.gbpd)
Enter value for use_flashlog: Y
old 13: when upper('88use flashlog') like 'Y%' then (arch.gbpd)
new 13: when upper('Y') like 'Y%' then (arch.gbpd)
DB Onlinelog ArchLog RMAN FlashLog
Req. (GB) Req. (GB) Req. (GB) Req. (GB) Req.(GB)) % for Data % for Reco/FRA
291.74 3.95 369.48 414.90 123.16 24.57 75.75

In the example above, we've chosen to perform RMAN backups to Exadata, store three days’ worth of archived
redo logs on disk, and use Flashback features and retain one day of change on disk. Based on this database’s change
rates, we arrive at a 25:75 split between storage requirements for database files and recovery-related files.

Note The logic presented in this recipe only considers a single database targeted for migration or deployment to
Exadata. You will need to follow a similar approach to properly size your consolidated database footprint. Also, the script
calculates its percentages based on current database size and current rates of archived redo generation.
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How It Works

Sizing your RECO disk groups and Fast Recovery Area is a matter of deciding whether or not you want to use Exadata
storage for your RMAN backups, implement Flashback features, and then computing the size of your database in
relation to the rate of change.

The script provided in the solution of this recipe does make some conservative assumptions. First, we've
assumed that the disk space required for RMAN backups is the same as the size of your database. Typically this is not
the case—with block change tracking enabled, as is typically recommended, Oracle will only back up changed blocks,
which will lead to a much smaller RMAN backup storage requirement.

We also used the “worst case” rates for archive log generation based on selecting the maximum number of
bytes generated in any day since history was stored in V$ARCHIVED_LOG. This may or may not be a good assumption.
For example, your database may have had a day in recent history in which a large data load job was executed with
LOGGING enabled for DML operations. This would skew the projections on the high side. You can counter this by
changing the MAX to AVG in the archive log section of the script provided in the solution of this recipe.

In short, forecasting and sizing your FRA and RECO disk storage can be as straightforward as understanding what
types of files are stored inside these entities and calculating storage requirements based on current and historical data
stored in your current database’s data dictionary.
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Preparing for Exadata

Before you receive your Exadata Database Machine, several important tasks are required to ensure a successful
installation.

Prior to delivery, Oracle or your Oracle Partner will send you a configuration worksheet. This worksheet is your
chance to fill in configuration details for your database machine, specific to your usage requirements and planning
efforts followed in Chapter 5. Specifically, your desired network and storage configuration details are entered in the
configuration worksheet and in order to enter accurate information, you should be familiar with Exadata networking
requirements and conduct network-related, pre-installation tasks.

Additionally, the configuration worksheet also presents an opportunity to configure your Exadata storage
based on your business requirements. As an engineered system, each Exadata Storage Server has a fixed number
of physical disks, each with a fixed size. Depending on your Exadata configuration, this means you will either have
36, 84, or 168 SAS disks of either the 600 GB High Performance variety or the 3 TB High Capacity flavor. This storage
grid is dedicated to storing your Oracle database files and because both the total storage capacity and performance
capabilities will be fixed, it is important to properly plan how you will store your databases on Exadata.

Finally, prior to delivery, Oracle coordinates a site preparation checklist to help ensure a successful delivery
and installation. It is important to complete the pre-delivery survey accurately to ensure that your machine can be
powered on and connected to your data center network.

This chapter will guide you through the important network, storage, and site planning tasks required for
installing Exadata in your environment.

6-1. Planning and Understanding Exadata Networking
Problem

You've recently purchased an Exadata Database Machine and wish to plan for your Exadata network.

Solution

Exadata network planning involves understanding and planning the following networks:
¢ The InfiniBand network
e  The administration network, also known as the management network
e The client access network

e The optional additional network
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The InfiniBand network is used as the Exadata storage network and Oracle RAC interconnect. This network
typically requires no planning, as Oracle will configure each InfiniBand interface and its bonding configuration
identically on all Exadata deployments. The exception from this is if you have a requirement to perform cross-rack
communication over InfniBand; for example, if you have multiple Exadata or Exalogic racks that need to be uniquely
addressed from an InfiniBand-aware backup media server.

The administration management network is used to provide SSH access to the compute servers, storage servers,
and InfiniBand servers. The NETO and ILOM interfaces on the compute, storage, and InfiniBand switches are connected
to the embedded Cisco Catalyst 4948 switch, which is then uplinked to your data center network. To prepare for
your administration network, you need to enter the following information in your database machine configuration
worksheet:

e  The starting IP address for the administration network. The network must be distinct from all
other networks in the Exadata Database Machine. An example of this starting IP address could
be 172.16.1.10.

e  The network subnet mask, such as 255.255.255.0.

e  The gateway IP address, for example, 172.16.1.1.

Note The database machine configuration worksheet is supplied by Oracle prior to the machine arriving onsite and is
used by Oracle ACS to install and configure Exadata. Please see Recipe 6-9 for additional details.

During the Exadata installation process, each NETO and ILOM network is configured based on the values in the
configuration worksheet. Specifically, the Exadata installation process uses a utility called ipconf, which sets values
in the cell. conf configuration file. This file is read during the Exadata storage cell or compute node process to set
values in the /etc/sysconfig/network-scripts/ifcfg-etho configuration file, which in turn configures your
etho network.

Planning for your client access network is similar to planning your administration network on the compute
servers. You'll need to enter the following information in your configuration worksheet:

e  Whether or not to use channel bonding. YES means to bond the NET1 and NET2 interfaces on
the compute server, NO indicates to not use bonding. Oracle recommends using channel
bonding for availability reasons.

e  Starting IP address = the starting IP address to use for your client access network. This needs
to be on a distinct network from all others inside your database machine—for example,
172.16.10.10.

e  Subnet mask, for example, 255.255.255.0.
e  Gateway IP address, for example, 172.16.10.1.

The client access network is configured during the Exadata installation process in a similar manner to
the administration network, as discussed above. If you decide to bond your client access network interfaces,
they will be configured with the bondeth0 interface and after a successful installation, you can examine the
/etc/sysconfig/network-scripts/ifcfg-bondetho and /etc/oracle/cell/network-config/cellip.ora files
for configuration details.

The compute server additional network (NET3) is an optional network designed to provide network connectivity
for the NET3 interface. This network should be separate from your administration and client access networks and
involves specifying a starting IP address, subnet mask, and gateway IP address. The NET3 network is also configured
during the installation process in the same way the administration and client access networks are configured.
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In addition to these networks, your Power Distribution Units (PDUs) and ILOM interfaces will need to be provided
IP addresses and connected to either your data center network or internal Cisco Catalyst switch.

At a high level, your database machine configuration worksheet will also require you to enter “general” network
configuration details. These configuration details are used across compute servers, storage servers, and InfiniBand
switches in your Exadata deployment:

e Domain name
e P address of DNS server(s)
e P address of NTP server(s)

How It Works

Exadata Database Machines consist of a compute grid, storage grid, and network grid. Each grid is comprised of
multiple physical servers, each with multiple network interfaces designed to carry different types of network traffic.
Oracle names these networks as follows:

e  NETO = Exadata’s administration management network, which provides for SSH connectivity
to components in the various servers in the database machine including compute servers,
storage servers, and InfiniBand servers.

e NET1,NET2, NET1-2 = Exadata’s client access networks, as defined on the compute servers.
These networks provide Oracle Grid Infrastructure network-related connectivity, including
Virtual IP addresses (VIPs), database listener addresses, and SCAN listener addresses.

e NET3 = Exadata’s “additional network,” an optional network designed to provide additional
network connectivity to the compute servers. Organizations often choose to use this
network as their backup network to separate backup network traffic from the client access or
administration network.

e IB=InfiniBand network, a network designed to facilitate communication between the
compute servers and storage servers as well as the Oracle RAC interconnect.

When planning your Exadata network configuration, there are a few key considerations. First, you need to
understand the purpose of each of the networks, determine your network IP address ranges, subnet masks, and
gateway IP addresses. Isolation of these networks is important; you should not define Exadata networks on an existing
data center network—although this type of configuration can be made to work, it can lead to routing issues (outside
the rack) under some circumstances.

Name resolution and DNS configuration is also very important and Recipe 6-2 provides information about DNS
configuration with Exadata.

An example of an Exadata network planning exercise follows.

General Information
e  Oracle Exadata Database Machine Name: cm01
e  Type of system: Quarter Rack, Half Rack, or Full Rack
e Domain name: company.com
e [P addresses of DNS servers: 11.11.1.250,11.11.1.251
e [P addresses of NTP server: 108.61.73.243 (pool.ntp.org)
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Management Network

Starting IP address: 172.16.1.10

Subnet mask: 255.255.248.0

Gateway: 172.16.1.1

Total IP addresses: 16 for a Quarter Rack, 29 for a Half Rack, and 51 for a Full Rack
Connectivity information

e  The internal Cisco switch has one uplink to the data center network.

. The KVM and each PDU has one connection to the data center network.

Client Access Network

Starting IP address: 172.16.10.10

Subnet mask: 255.255.248.0

Gateway: 172.16.10.1

Total IP addresses: 7 for a Quarter Rack, 11 for a Half Rack, and 19 for a Full Rack

Connectivity information: Each client access network interface is connected to your data
center network.

InfiniBand Network
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Network: 192.168.10.0/8
Total IP addresses: 5 for a Quarter Rack, 11 for a Half Rack, and 22 for a Full Rack

Figure 6-1 provides an Exadata network topology for a single compute server and storage server.
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Figure 6-1. Exadata network topology

6-2. Configuring DNS
Problem

You wish to configure your DNS servers to support an Exadata installation.

Solution

DNS configuration is a prerequisite to a successful Exadata Database Machine installation. As outlined in Recipe 6-1,
your Exadata configuration will have multiple IP addresses and use your entered database machine name to identify
hostnames for each server and component inside your Exadata.

After completing your configuration worksheet, Oracle or your Oracle Partner will send you a script called
checkip.sh and an associated dbm.dat file. The purpose of checkip.sh, as outlined in Recipe 6-3, is to validate your
DNS and network configuration for all Exadata network components as specified in your configuration worksheet.

For checkip.sh to succeed and to ensure a smooth Exadata installation, use the values you supplied in your
configuration spreadsheet and enter the following fully qualified hostnames in your DNS servers:

e  SCAN names and addresses
e  Compute server names and addresses
e  C(Cell server names and IP addresses

e  VIP names and IP addresses
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e ILOM names and IP addresses
e InfiniBand switch names and IP addresses

When entering DNS entries for Exadata, be sure to create both forward and reverse lookup entries. checkip.sh
requires that this be performed, as do the Exadata installation and validation processes. Depending on your DNS
software or solution, the steps necessary to create your DNS entries will vary, but you need to have entries for each of
your nodes in both a Forward Lookup Zone and Reverse Lookup Zone.

How It Works

When you fill out your database machine configuration worksheet, Oracle will use this information to build its
configuration files and use these files to configure the various network components. In order for the installation
process to succeed, most of the IP addresses and corresponding hostnames must be entered in DNS. Once the
database machine is configured, both forward and reverse lookup must succeed for all of the required names and IP
addresses; during the installation itself, forward and reverse lookups should resolve names to the proper IP addresses
but be unable to ping any of the interfaces.

Note If an IP address provided in the configuration worksheet is pingable at the time of installation, it means that an
existing interface exists with this IP address on your network and the installation will fail.

6-3. Running checkip.sh
Problem

You are planning on installing your Exadata Database Machine and are ready to run checkip. sh, as directed by
Oracle, and wish to understand what tasks checkip.sh performs and how it works.

Solution

Oracle’s checkip.sh script is designed to validate the networking details provided to Oracle in your configuration
worksheet to ensure that the Exadata installation succeeds. In this recipe, we will demonstrate how to run checkip.sh
and explain how it works.

First, enter your Exadata hostnames and IP addresses in DNS, as discussed in Recipe 6-2.

Next, we recommend viewing the contents of the dbm. dat file and ensuring that each entry exists in your DNS
server. The dbm. dat file is delivered by Oracle with the checkip. sh script, and checkip.sh reads values from dbm.dat
in order to conduct its network validation. As such, the hostname and IP address information in dbm.dat represents
the complete list of entries required in DNS.

Note checkip.sh does not alter or configure your network; it simply validates your network entries in DNS.
If checkip.sh fails forward or reverse resolution for any of your nodes, you can resolve your DNS entry and run
checkip.sh again.
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After you have entered your Exadata network names and IP addresses in your DNS server, simply run
checkip.sh from alocation on your network that has connectivity to each network in your planned Exadata
environment. As stated, the checkip.sh script will read your dbm. dat file, as built by Oracle based on your database
machine configuration worksheet. checkip.shlogs its output to a file called dbm.out in the directory in which you ran
checkip. sh. Following is a sample, abbreviated output of a successful checkip.sh execution prior to an Exadata Quarter
Rack installation. In this output, we will number each line and explain what each section means after the output:

Running in mode pre_applyconfig

Using name server 11.11.1.250 found in dbm.dat for all DNS lookups
Processing section DOMAIN

centroid.com

Processing section NAME

GOOD : 11.11.1.250 responds to resolve request for cm01dbOl.centroid.

Processing section NTP

GOOD : pool.ntp.org responds to time server query (/usr/sbin/ntpdate
Processing section GATEWAY

GOOD : 172.16.1.1 pings successfully

. GOOD : 172.16.10.1 pings successfully

. GOOD : 172.16.100.1 pings successfully

. Processing section SCAN

. GOOD : cmoO1-scan.centroid.com resolves to 3 IP addresses

. GOOD : cmo1-scan.centroid.com forward resolves to 172.16.10.14
. GOOD : 172.16.10.14 reverse resolves to cmOl-scan.centroid.com.
. GOOD : 172.16.10.14 does not ping

... output omitted

. Processing section COMPUTE

. GOOD : cmoidbmoil.centroid.com forward resolves to 172.16.1.10
. GOOD : 172.16.1.10 reverse resolves to cm01db0i.centroid.com.
. GOOD : 172.16.1.10 does not ping

. GOOD : cmoi1dbmo02.centroid.com forward resolves to 172.16.1.11
. GOOD : 172.16.1.11 reverse resolves to cm01db02.centroid.com.
. GOOD : 172.16.1.11 does not ping

. GOOD : cm0101.centroid.com forward resolves to 172.16.10.10

. GOOD : 172.16.10.10 reverse resolves to cm0101.centroid.com.
. GOOD : 172.16.10.10 does not ping

. GOOD : cm0102.centroid.com forward resolves to 172.16.10.11

. GOOD : 172.16.10.11 reverse resolves to cm0102.centroid.com.
. GOOD : 172.16.10.11 does not ping

. Processing section CELL

. GOOD : cmoiceloil.centroid.com forward resolves to 172.16.1.12
. GOOD : 172.16.1.12 reverse resolves to cmOilceloi.centroid.com.
. GOOD : 172.16.1.12 does not ping

. output omitted

. Processing section ILOM

. GOOD : cmo1dbo1-ilom.centroid.com forward resolves to 172.16.1.15

. GOOD : 172.16.1.15 reverse resolves to cmoidbmO1-ilom.centroid.com.
. GOOD : 172.16.1.15 does not ping

... output omitted

. Processing section SWITCH

. GOOD : cmolsw-kvm.centroid.com forward resolves to 172.16.1.20
. GOOD : 172.16.1.20 reverse resolves to cmO1sw-kvm.centroid.com.
. GOOD : 172.16.1.20 does not ping
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46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.

68.

146

GOOD :
GOOD :
GOOD :
GOOD :
GOOD :
GOOD :
GOOD :
GOOD :

GOOD

GOOD :
GOOD :
GOOD :

GOOD

GOOD :
GOOD :

cmOlsw-ip.centroid.com forward resolves to 172.16.1.21
172.16.1.21 reverse resolves to cmOlsw-ip.centroid.com.
172.16.1.21 does not ping

cmolsw-ib2.centroid.com forward resolves to 172.16.1.23
172.16.1.23 reverse resolves to cmOlsw-ib2.centroid.com.
172.16.1.23 does not ping

cmO1sw-ib3.centroid.com forward resolves to 172.16.1.24
172.16.1.24 reverse resolves to cmOlsw-ib3.centroid.com.
: 172.16.1.24 does not ping

cmo1-pdua.centroid.com forward resolves to 172.16.1.25
172.16.1.25 reverse resolves to cmOl-pdua.centroid.com.
172.16.1.25 does not ping

: cmO1-pdub.centroid.com forward resolves to 172.16.1.26
172.16.1.26 reverse resolves to cmO1-pdub.centroid.com.
172.16.1.26 does not ping

Processing section VIP

GOOD :
GOOD :
GOOD :

GOOD

GOOD :
GOOD :

cm0101-vip.centroid.com forward resolves to 172.16.10.12
172.16.10.12 reverse resolves to cm0101-vip.centroid.com.
172.16.10.12 does not ping
: €m0102-vip.centroid.com forward resolves to 172.16.10.13
172.16.10.13 reverse resolves to cm0102-vip.centroid.com.
172.16.10.13 does not ping

... output omitted

Here’s how to interpret the previous output:

Lines 3 through 5 list the validation of your DNS server address and DNS domain name.
Lines 7 and 8 validate your NTP server settings.

Lines 9 through 12 report the validation of your administration, client access, and additional
network gateways. This section assumes that these gateway IP addresses are available on your
network and typically represent networks you have already established in your data center.

Lines 13 through 17 represent the SCAN IP addresses. Each Exadata installation requires three
SCAN IP addresses, each must be resolvable via forward and reverse lookup, and in pre-
installation mode, none of these IP addresses should be pingable as this would indicate that
you either have other servers or devices using this IP address or that you have already installed
and configured your machine.

Lines 19 through 31 represent the checkip. sh validation for your compute nodes. Similar to
the SCAN addresses, each address must be resolvable in DNS and not pingable.

Lines 32 through 35 represent the validation of one of your storage cells. Again, these
addresses should be forward and reverse resolvable but not pingable.

Lines 37 through 40 list the output for your ILOM network addresses and have the same
resolution and ping requirements as the other networks.

Lines 42 through 60 represent the network validation for the KVM switch, embedded Cisco
switch, the InfiniBand switches, and PDUs. Each of these IP addresses should be resolvable in
DNS but not pingable.

Lines 61 through 67 represent your the Oracle VIP addresses, each of which should be forward
and reverse resolvable but not pingable in pre-installation mode.
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After your installation is complete, you can run checkip.sh with the -m post_deploy112 argument to validate
your configuration.

How It Works

The checkip. sh script verifies network configuration for Exadata Database Machine pre-installation, during
installation, and post-installation. The following conditions are verified by checkip.sh:

e P addresses that should be pingable are reachable.
e IP addresses that should not be pingable are not reachable.

e  Hostnames that are expected to be registered in DNS are both forward and reverse resolvable
using the first name server in the dbm. dat file.

After running checkip. sh, any success or failure messages are logged to dbm.out. Prior to scheduling Oracle
ACS to perform your Exadata installation, you will need a clean run of checkip.sh. The reason this is so important is
because Exadata’s onecommand process, discussed in Chapter 6, automates the installation of your Exadata Database
Machine and expects that your network’s IP addresses and names match the configuration information provided
to Oracle and used during the installation. Failure to assign or resolve IP addresses and hostnames during the
installation will cause implementation delays and rework.

6-4. Customizing Your InfiniBand Network Configuration
Problem

You wish to change the default InfiniBand network configuration to support InfiniBand addressing flexibility across
multiple Exadata Database Machines. For example, if you wish to perform Exadata or Exalogic backups on your
InfiniBand network with IB-aware backup media servers, it may be important to have nonstandard and different
InfiniBand network configurations for multiple machines.

Solution

As each organization’s nonstandard InfiniBand network configuration requirements may be different, it is important
to discuss your site’s requirements with Oracle or your Oracle Partner prior to installing and configuring InfiniBand
networking on your Exadata Database Machine. By default, the InfiniBand network addresses on each Exadata
Database Machine will be configured the same; in other words, 192.168.10.1 will be the InfiniBand IP address on
your first database server, 192.168.10.2 will be configured on your second database server, and so forth. These are set
when /opt/oracle.SupportTools/firstconf/applyconfig.sh is run, which reads the /opt/oracle.SupportTools/
onecommand/preconf.csv file. To change these default InfiniBand IP addresses, you'll need to work with Oracle to
modify the standard templates (preconf.csv) used by Exadata’s onecommand installation process so that the proper IP
addresses will be configured.

How It Works

Each Exadata Database Machine of each configuration (Quarter Rack, Half Rack, or Full Rack) will have identical
InfiniBand IP addresses unless you specifically change these when building your configuration. The applyconfig.sh
script, which is executed as part of your Exadata installation process, will set these IP addresses based on settings
established in a preconf.csv file. To deviate from these default settings, you need to ensure that your preconf.csv file
contains the desired information.
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Note If you need to modify the default InfiniBand network addresses for your Exadata Database Machine, inform
your Oracle sales representative ahead of time to ensure that Oracle ACS arrives at your site prepared to perform a
nonstandard installation.

6-5. Determining Your DATA and RECO Storage Requirements
Problem

You are filling out your database machine configuration worksheet prior to your Exadata Database Machine being
delivered and you need to decide how to configure storage for the DATA and RECO ASM disk groups.

Solution

In the General Configuration section of the Database Machine configuration worksheet, as discussed in Recipe 6-9,
there is a section named Backup Method. The valid choices include Backups Internal to Oracle Exadata Database
Machine and Backups External to Exadata Database Machine. When selecting to back up internal to the database
machine, the installation will build Exadata Storage Server grid disks and ASM disk groups under the assumption
that you will store your archived redo logs, Fast Recovery Area logs, and an RMAN level 0 backup inside an ASM RECO*
ASM disk group, and will allocate 60% of the available space to this set of RECO grid disks and 40% to DATA disks. If you
choose to back up external to the database machine, the installation will allocate 80% of available storage to data and
20% for recovery structures.

Itis important to evaluate your overall backup strategy along with your usable storage capacity requirements
when deciding how to size your DATA and RECO storage. Several considerations should be evaluated prior to
completing your configuration worksheet:

e Your desired ASM disk group redundancy, as discussed in detail in Recipes 5-4 and 6-6

e  Your current and projected usable storage capacity requirements, as presented in Recipes 5-5
and 5-6

e  Your database backup requirements and strategy, as presented in Recipe 5-8

e  Calculations to estimate your Fast Recovery Area and RECO ASM disk group sizing, as
presented in Recipe 5-9

Note During the installation process, Oracle ACS will configure your cell disk, grid disk, and ASM disk group storage
as you'’ve specified in the configuration worksheet and will also build an Oracle RAC database on your compute nodes.
Don’t worry if you’re unsure of your final storage configuration; many organizations will drop and delete Oracle ACS-
installed databases and storage configurations, and if you’re comfortable with storage administration topics on Exadata,
you can recreate your storage at a later date. It becomes more difficult to change your configuration once you have
production databases installed and operational on your Exadata, but this too can be adjusted with proper planning.
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Sizing your DATA and RECO storage configuration and requirements is primarily a planning exercise. Each Exadata
Database Machine of the same configuration is going to have the same number of physical disk drives in the storage
cells. You will have 36 disks to work with on a Quarter Rack, 84 on a Half Rack, and 168 on a Full Rack. These can
either be 600 GB High Performance or 3 TB High Capacity disks, and your disk type selection will dictate your overall

raw storage capacity.

Configuring disk groups with ASM normal redundancy will leave you with half of your raw capacity for usable
database storage, and high redundancy will cut your usable capacity to a third of your raw capacity. Assuming that
you only store recovery structures in your RECO disk groups, the capacity available for database file storage will be

further reduced.

Table 6-1 provides a summary of Exadata usable disk capacity with both ASM normal and high redundancy
as well as with a 60:40 split between RECO and DATA, as is the default when you elect to perform backups internal

to Exadata.

Table 6-1. Exadata usable storage capacity

X2-2 Quarter Rack X2-2 Half Rack X2-2/X2-8 Full Rack

Storage Server Usable Capacity,  10.3 TB Usable 25.2TB 50.4 TB

High Performance Disks, Normal 4.12 TB for Data 10.08 TB for Data 20.16 TB for Data
Redundancy

Storage Server Usable Capacity, 7.2TB 16.8 TB 33.6 TB

High Performance Disks, High 2.88 TB for Data 6.72 TB for Data 13.44 TB for Data
Redundancy

Storage Server Usable Capacity, 54 TB 126 TB 252 TB

High Capacity Disks, Normal 21.6 TB for Data 50.4 TB for Data 100.8 TB for Data
Redundancy

Storage Server Usable Capacity, 36 TB 84TB 168 TB

High Capacity Disks, High
Redundancy

14.4 TB for Data

33.6 TB for Data

67.2 TB for Data

6-6. Planning for ASM Disk Group Redundancy

Problem

You've decided your Oracle ASM disk group redundancy configuration using methods presented in Recipe 5-4 and

you wish to calculate your overall usable capacity for both DATA and RECO data files.

Solution

The shell script in Listing 6-1 can be used to show your overall usable capacity per database storage type. It will
prompt for your Exadata model configuration, desired ASM disk group redundancy, and the percentage to allocate for

RECO disk storage.
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Listing 6-1. 1st06-01-storageplan.sh

#!/bin/sh

# Name: 1sto6-0
# Purpose: Calcula
# Usage: ./1st06

# raw storage variables
export q_raw_hp=21.6;
export h_raw_hp=50.4;
export f raw_hp=100.8;
export q_raw_hc=108;
export h_raw_hc=252;
export f raw_hc=504;

failme() {
echo "Invalid choice"

}

choose_config() {
echo "Choose Exadata Co

echo "1. Quarter Rack H
echo "2. Quarter Rack H
echo "3. Half Rack High
echo "4. Half Rack High
echo "5. Full Rack High

echo "6. Full Rack High
read config
case $config in

1-storageplan.sh
tes usable storage based on
-01-storageplan.sh

export q_raw_hp dbfs=$(echo
export h_raw_hp dbfs=$(echo
export f raw_hp dbfs=$(echo
export q_raw_hc_dbfs=$(echo
export h_raw_hc_dbfs=$(echo
export f raw_hc_dbfs=$(echo

&8& exit 1

nfiguration”

igh Performance"
igh Capacity"
Performance"
Capacity"”
Performance"
Capacity"”

input criteria

"$q_raw_hp * .05"|
"$h_raw_hp * .05"|
"$f raw_hp * .05"|
"$q_raw_hc * .01"|
"$h raw _hc * .01"|
"$f raw_hc * .01"|

1) export raw_sz=$q raw_hp;export raw_sz_dbfs=$q raw hp dbfs;;
2) export raw sz=$q_raw_hc;export raw sz_dbfs=$h raw_hp dbfs;;
3) export raw_sz=$h raw_hp;export raw sz_dbfs=$f raw_hp dbfs;;
4) export raw_sz=$h raw _hc;export raw_sz_dbfs=$q_raw _hc_dbfs;;
5) export raw_sz=$f raw_hp;export raw_sz_dbfs=$h_raw_hc_dbfs;;
6) export raw sz=$f raw hc;export raw sz dbfs=$f raw hc_dbfs;;

*) failme
esac

}

choose_reco pct() {

echo "Enter % allocation for RECO storage (i.e., 40 = 40%): \c"

read recopct
recopct="echo "scale=4
datapct=$(echo "1 - $r

; $recopct/100"| bc'
ecopct”| bc)

export reco raw_sz=$(echo "($raw_sz - $raw sz_dbfs) * $recopct”| bc)
export data raw sz=$(echo "($raw sz - $raw sz dbfs) * $datapct"| bc)

}

choose_asm() {

echo "Choose ASM Config
echo "1. Data: Normal,
echo "2. Data: Normal,
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echo "3. Data: High, Reco: High"

echo "4. Data: High, Reco: Normal"

read asmpick

case $asmpick in

1) dc="echo "scale=2; $data_raw sz/2"| bc'
rc="echo "scale=2; $reco_raw_sz/2"| bc'
dbc="echo "scale=2; $raw_sz_dbfs/2"| bc' ;;

2) dc="echo "scale=2; $data raw sz/2"| bc'
rc="echo "scale=2; $reco raw sz/3"| bc'
dbc="echo "scale=2; $raw_sz_dbfs/3"| bc';;

3) dc="echo "scale=2; $data_raw sz/3"| bc'
rc="echo "scale=2; $reco_raw_sz/3"| bc'
dbc="echo "scale=2; $raw_sz_dbfs/3"| bc';;

4) dc="echo "scale=2; $data raw sz/3"| bc'
rc="echo "scale=2; $reco_raw_sz/2"| bc'
dbc="echo "scale=2; $raw_sz_dbfs/3"| bc';;

*) failme

esac

}

choose_config
choose_reco_pct
choose_asm

echo "Exadata Storage Sizing Details"

echo "==============================

echo "Initial raw capacity is $raw_sz TB"

echo "Final DATA usable capacity is $dc TB"
echo "Final RECO usable capacity is $rc TB"
echo "Final DBFS_DG usable capacity is $dbc TB"

If you run the script, the output will look like this:

Macintosh-7:source jclarke$ ./ 1st06-01-storageplan.sh
Choose Exadata Configuration

1. Quarter Rack High Performance

Quarter Rack High Capacity

Half Rack High Performance

Half Rack High Capacity

Full Rack High Performance

Full Rack High Capacity

Ao~ wWN

Enter % allocation for RECO storage (i.e., 40 = 40%): 20
Choose ASM Configuration

1. Data: Normal, Reco: Normal

Data: Normal, Reco: High

Data: High, Reco: High

Data: High, Reco: Normal

mw B~ W N

xadata Storage Sizing Details
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Initial raw capacity is 252 TB

Final DATA usable capacity is 66.91 TB
Final RECO usable capacity is 16.72 TB
Final DBFS DG usable capacity is .36 TB
Macintosh-7:source jclarke$

How It Works

Each storage server in an Exadata Database Machine has 12 physical disks of either the 600 GB High Performance or
the 3 TB High Capacity flavor. Based on your drive type and whether you've purchased a Quarter Rack, Half Rack, or
Full Rack, you will have a specific and fixed raw capacity for your database storage. The choice of ASM redundancy,
combined with the percentage allocation you decide for DATA and RECO database storage, will determine your usable
ASM disk group capacity.

6-7. Planning Database and ASM Extent Sizes
Problem

You're migrating databases to Exadata or installing new databases on Oracle Exadata and wish to configure your
database and Oracle ASM extent sizes for optimal performance.

Solution

You should create your ASM disk groups with a 4 MB allocation unit size for all ASM disk groups, per Oracle
recommendations. This recommendation is based on the physical mechanics of the storage cell SAS disks and the
1 MB 1/0 block size that Cell Services software operates with.

Note Recipe 9-2 discusses ASM disk group attributes on Exadata. Please refer to allocation unit size settings and
other disk group attributes in this recipe.

For your databases, Oracle recommends establishing large, (8 MB or greater) extent size for your large extents and
aminimum 1 MB extent size for smaller extents, if possible. The 8 MB extent size complements a 4 MB ASM allocation
unit size, reduces the proliferation of small extents in your database, which ultimately can help with capacity
management and performance, as well as minimizes the potential for suboptimal reads. Using a minimum of 1 MB
extent sizes aligns with the nature of how Exadata Storage Servers store data in 1 MB storage regions and issue I/Os
in 1 MB chunks.

You should use locally managed tablespaces and, generally speaking, auto-allocate extents in the tablespace
definitions or provide same-sized uniform extent sizes. With auto-allocation in place for your tablespaces and a
minimum extent size of 1 MB, you will ensure that your I/0 request will be aligned with the storage infrastructure’s
capabilities, which will help you avoid performing too many I/O requests or too few.

How It Works

There are a couple of key concepts to understand about how Oracle ASM allocates extents and how physical I/0 is
performed inside the Exadata Storage Servers. First, with ASM (on Exadata or not), a segment’s extents are striped
across disks in an ASM disk group in units of the allocation unit size, or AU size. For example, if you specify a
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4 MB AU size, the first 4 MB of data for a newly created segment will be placed on the first disk in the disk group, the
second 4 MB will be stored on the second disk, the third 4 MB on the third disk, and so forth. In other words, the ASM
AU size can be viewed as the stripe size.

When physical I/0 is performed on the Exadata storage cells, cel1lsrv reads and writes in units of a storage
region. These storage regions are 1 MB in size, and you can confirm this by tracing the cellsrv process or running the
following MegaCli64 command:

[root@cmoicelol ~]# /opt/MegaRAID/MegaCli/MegaCli64 -LDInfo -Lall -aALL | grep Stripe
Stripe Size : 1.0 MB

Knowing that I/0 is conducted in units of the 1 MB storage region implies that I/O for database extents with
smaller sizes will still perform 1 MB reads and writes regardless of a potentially smaller extent size. Thus, unless you
can guarantee that nearly all your I/0 will be buffered I/0 satisfied via database buffer cache logical reads, there is no
benefit in configuring smaller extent sizes and, in fact, it could be detrimental from a performance perspective.

6-8. Completing the Pre-Delivery Survey
Problem

You're the proud owner of a brand new Exadata Database Machine and would like some guidance filling out Exadata’s
pre-delivery survey. Specifically, you would like to know which parts of the pre-delivery survey are the most important
to enter correctly to ensure a smooth, delay-free installation.

Solution

After you place your Exadata Database Machine order, Oracle or your Oracle Partner will send a pre-delivery survey
that you must fill out. The pre-delivery spreadsheet is a simple Excel spreadsheet containing a number of delivery
logistics questions.

Filling out the pre-delivery survey should be relatively straightforward. In our experience, the most important
consideration is to ensure you enter information accurately in the power-related sections. This governs which power
distribution units are shipped with your Exadata rack. If you happen to provide the incorrect power specifications, it
can lead to delays and either a potentially costly data center power circuit change or complicated PDU change order
process. The Exadata PDUs are available in single-phase low voltage, single-phase high voltage, three-phase low
voltage, and three-phase high voltage. You should select the power option that matches the power circuit capabilities
in your data center. Additionally, an important point to consider is the location of your power plugs (above rack or
under the floor).

In addition to the power specifications, there are a few other aspects of the pre-delivery survey to take note of.
Look closely at the physical dimensions in the Exadata pre-delivery survey under the Internal Delivery Questions
section and validate that you have enough floor space to support your new Exadata rack.

In addition to validating the weight requirements and physical dimensions of your doors, elevators, and hallways,
pay special attention to the floor footprint requirements (23.6" x 47.2"). Data centers may have unique floor tile
arrangements and structures so it is important to have precise tile measurements to ensure the Exadata rack will fit
nicely on your data center floor.

One data center detail not covered in the pre-delivery survey is the topic of interconnected Exadata machines.
The InfiniBand switch cables are 50" in length, so your racks should be less than 50', plus any additional distance
required to accommodate any top-rack or below-rack cabling distances. You can, at additional cost, elect to purchase
100' InfiniBand cables, but this can be expensive.
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Note The InfiniBand cable lengths do not just apply to interconnected Exadata racks. If you plan on connecting any
of Oracle’s InfiniBand-capable systems, such as Exalogic, ZFS Storage Appliances, and so forth, you should take these
restrictions into account.

How It Works

Again, completing your pre-delivery survey should be the easiest thing you’ll have to do as part of an Exadata
Database Machine order and deployment. You need to ensure power specifications are correct and the internal and
site delivery information is accurate.

If you happen to specify the wrong power requirements, you won't be able to power your Exadata rack on.
Without being able to power the rack and its components on, you will not be able to install and configure your
machine. To correct this, you will either have to install proper power circuits in your data center or request a
re-shipment of either the correct PDUs or a rack replacement. In both cases, this will lead to delays and potentially
additional cost.

Internal and site delivery sections of the pre-delivery survey include information such as business hours, data
center security requirements, loading dock information, delivery truck restrictions, and so forth. Providing incorrect
information in these sections is not necessarily catastrophic, as an Oracle field engineer will conduct an on-site
pre-delivery survey to validate this information.

Each of the Exadata Database Machine configurations (Quarter Rack, Half Rack, and Full Rack) is shipped
in a standard 42U Oracle rack. Both the rack and packaging material dimensions are the same regardless of the
configuration you've purchased. Each configuration has different weights based on the components installed inside
the rack. These dimensions and weights are contained in the pre-delivery survey.

6-9. Completing the Configuration Worksheet
Problem

You are tasked with filling in Oracle’s Exadata Database Machine configuration worksheet and need to understand
what the various fields mean and why they are important.

Solution
The configuration worksheet has four sections that require customer input:
e  Default Oracle Environment Settings
¢  General Configuration Worksheet
e  Network Configuration Worksheet
e  Cell Alert Delivery Configuration Worksheet

The Default Oracle Environment Settings section is intended to specify the Oracle software owners and groups on
the compute nodes, default password(s), Oracle base and home directories, database name, character set, and block
size, as well as the ASM disk group prefix for database storage, and the starting IP address for the InfiniBand network
(typically 192.168.10.1), and so forth. In other words, this section allows the customer to configure their Oracle
operating environment on the compute nodes.
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On Exadata, Oracle allows for Standard OS Authentication or Role Separated Authentication, and subsections
under the Default Oracle Environment Setting section of the configuration worksheet for both of these. Your choice
here will dictate the Oracle RDBMS and Grid Infrastructure software owner, group membership, and permissions.
Think carefully about your long-term security requirements when filling out this section—if you foresee a need to
segregate administrative responsibility between your Grid Infrastructure (including Oracle ASM instances) and your
databases, you should choose Role Separated Authentication. Doing so will create a separate Linux account to own the
Grid Infrastructure binaries than the RDBMS software.

Typically, we recommended the following on all Exadata deployments with respect to the Default Oracle
Environment Settings section of the configuration worksheet:

¢ Choose Role Separated Authentication and use a software owner called grid for the Grid
Infrastructure.

e  For the RDBMS software owner, choose either the oracle account or provide a different
account name based on your database administration segregation policies. Some sites use
the oracle account for an Enterprise Manager Grid Control agent installation and different
account names for each Oracle database you plan on installing; if unsure, choose oracle.

e  For the initial installation, we recommend using the default paths for each of the software
components. For example, your RDBMS base directory would be /u01/app/oracle and your
Grid Infrastructure would be /u01/app/grid.

For the fields in the General Configuration Worksheet section of the configuration worksheet, Table 6-2 provides
some general considerations and comments.

Table 6-2. General configuration guidelines

Considerations and Comments

Oracle Exadata Database Ensure you enter the name you plan to use. This has networking impact, DNS impact for

Machine name SCAN addresses, and hostnames. This is difficult to change after installation and should
be accurate.

Type of system Choose Eighth Rack, Quarter Rack, Half Rack, or Full Rack.

Disk type Choose High Performance or High Capacity.

Country Enter your country.

Time zone name Enter your time zone; for example, America/Detroit. This can be changed post-install,
but it is a manual process.

Workload type Choose either OLTP or DW.

Backup Method Choose either Internal to Exadata or External to Exadata. Please see storage sizing

recipes in Chapter 5.

Under the Network Configuration Worksheet section in the configuration worksheet, there are a number of
sub-sections, each to supply network information for each type of network within the Exadata Database Machine.
Recipe 6-1 provides detail for this section of the configuration worksheet.

Finally, the Cell Alert Delivery Configuration Worksheet allows you to provide SMTP details to allow for e-mail
communication of various cell alerts and failures. This section does not need to be completed prior to installation;
you can easily change or add this after the machine is configured.
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How It Works

The configuration worksheet is typically an editable Adobe Acrobat document that allows you to enter
customer-specific configuration values in a number of fields. Additionally, the configuration worksheet provides
a narrative presenting the overall configuration process.

Each section inside the configuration worksheet is important, but some sections are worth special attention
based on their overall configuration impact. Every configuration choice and decision is modifiable, but some require
considerable planning and effort to change post-installation, as well as potentially introducing outages. Below is a list
of what we consider to be the most important configuration attributes to get right the first time:

e  The choice of Role Separated Authentication vs. Standard OS Authentication. If you do not
supply the proper Grid Infrastructure software owner at installation time, you'll need to
re-install Grid Infrastructure to remain supported, which will introduce downtime.

¢  The database machine name. This will set hostnames, and changing hostnames can be
difficult post installation.

e [P address ranges and all network information. While less difficult than changing hostnames,
changing IP address information post-installation is not trivial.

The choice of whether to back up your Exadata databases internal to Exadata or external to Exadata has a
bearing on how large Oracle ACS configures the RECO grid disks and associated ASM disk groups, as discussed in
Recipe 6-5. You can rebuild your Exadata storage entities after the initial installation using recipes in Chapter 9 so it is
not absolutely vital that this configuration is the way you want it, but if you are planning on adjusting this, it is best to
do so before any important databases are migrated to Exadata to avoid downtime.
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PART 3

Exadata Administration

Now that you're the proud owner of an Exadata Database Machine, how do you manage it? With Exadata,
the job role of the database machine administrator (DMA) was born. Since Exadata is constructed and,
more specifically, managed as a complete, engineered system, the DMA's responsibilities span not only
traditional Oracle DBA functions but also delve into network administration, storage administration,
Linux administration, and all other architecture design components that comprise the Exadata

Database Machine.

To successfully manage and administer your Exadata Database Machine, a firm understanding of
Oracle 11gR2, Oracle Real Application Clusters, Oracle Automated Storage Management, Unix/Linux
administration, and network administration is a must.

While Oracle’s Exadata Owner’s Guide provides the definitive source of information for administering
Exadata, the chapters in this section cover an assortment of Exadata administration tasks in detail and
outline specific examples for a variety of administration, diagnostics, backup, recovery, patching, and security
topics. Hopefully, after reading the chapters in this section, you will be able to confidently navigate the
administration landscape of your Exadata Database Machine.
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CHAPTER 7

Administration and Diagnostics
Utilities

Exadata provides several interfaces and utilities to help access, monitor, and generate diagnostics for Exadata
hardware components. In this chapter, we will present and provide usage details for many of the more common
administration tasks and utilities than an Exadata Database Machine administrator (DMA) will perform.

Note My Oracle Support document 1274324.1 provides updated information on the topic of Exadata X2-2 and X2-8
diagnostics and troubleshooting best practices.

7-1. Logging in to the Exadata Compute and Storage Cells
Using SSH
Problem

You wish to log in to your Exadata Storage and Compute Servers as root, the Oracle software owner, or the Grid
Infrastructure owner.

Solution

Each Exadata compute and storage node is accessible using Secure Shell (SSH) via the administration (management)
interface. You will have registered your server names in DNS by the management network interface, as is presented
in Recipe 6-2. From a shell or DOS prompt, ping your servers by their hostname and you will see the management
interface:

Macintosh-7:~ jclarke$ ping cm01dbmoO1

PING cm01dbmol.centroid.com (172.16.1.10): 56 data bytes

64 bytes from 172.16.1.10: icmp_seq=0 ttl=61 time=129.812 ms

64 bytes from 172.16.1.10: icmp_seq=1 ttl=61 time=127.084 ms

~C

--- cmo1dbmo1.centroid.com ping statistics ---

2 packets transmitted, 2 packets received, 0.0% packet loss
round-trip min/avg/max/stddev = 127.084/128.448/129.812/1.364 ms
Macintosh-7:~ jclarke$ ping cmoiceloi
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PING cmOlcelol.centroid.com (172.16.1.12): 56 data bytes

64 bytes from 172.16.1.12: icmp_seq=0 ttl=61 time=126.853 ms

64 bytes from 172.16.1.12: icmp _seq=1 ttl=61 time=136.280 ms

~C

--- cmoicelol.centroid.com ping statistics ---

3 packets transmitted, 3 packets received, 0.0% packet loss
round-trip min/avg/max/stddev = 126.853/130.822/136.280/3.990 ms
Macintosh-7:~ jclarke$

Using nslookup, you should also be able to validate the fully qualified domain name:

Macintosh-7:~ jclarke$ nslookup 172.16.1.12

Server: 11.11.1.250

Address: 11.11.1.250#53

12.1.16.172.in-addr.arpa name = cmOlcelo1.
12.1.16.172.in-addr.arpa name = cmOlcelol.centroid.com.

Macintosh-7:~ jclarke$

With the terminal emulator of your choice, simply establish an SSH connection to the server that you wish to log
on to. In the example below, we're using ssh from a Mac OSX shell prompt:

Macintosh-7:~ jclarke$ ssh root@cmo1dbmo1
root@cm01dbmo1's password:

Last login: Mon Aug 27 00:15:42 2012 from cm01dbm02
[root@cmo1dbmo1 ~]#

Note You can use any terminal emulator or shell that supports SSH to log in to the Exadata Compute and
Storage Node.

Once logged in, you can manage and administer your system.

Note In addition to gaining shell access via SSH to manage your Exadata servers, you can also access them from
the Integrated Lights Out Management (ILOM) console or KVM console. You can find information about these administrative
interfaces in your Exadata Owner’s Guide.

How It Works

Each Exadata Compute and Storage Node is configured to run OpenSSH, which you can validate using the service
sshd status command as root:

[root@cmo1dbmo1l ~]# service sshd status

openssh-daemon (pid 7030) is running...
[root@cmo1dbmo1 ~]#
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The sshd daemon on each node uses the /etc./ssh/sshd_config configuration file. In your configuration file,
barring any site-specific customizations, you will find the following sshd listen addresses, which specify that SSH will
accept incoming connections on the management network and InfiniBand network:

#### Generated by Exadata by ipconf. BEGIN. DO NOT MODIFY #####
ListenAddress 172.16.1.10
ListenAddress 192.168.10.1

Also by default, UsePAM and PasswordAuthenticaton are set to yes and root logins via SSH are available. If these
do not meet your site’s security requirements, you can modify these (as well as other sshd defaults), but be aware that
with UsePAM set to no you will be unable to modify your user limits and may run into issues starting cluster resources
as aresult.

7-2. Configuring SSH Equivalency
Problem

You wish to establish SSH user equivalency between your Exadata Compute and Storage Servers.

Solution

In the example below, we'll set up SSH equivalency from the oracle account on one of our compute nodes to the
three Exadata Storage Servers in an Exadata Quarter Rack. First, run the following dcli commands to connect to a
storage server and run a cellcli command. The dcli utility will prompt for passwords if the SSH key has not been
pushed to the cell:

[oracle@cmo1dbmol ~]$ dcli -c cmoicelol cellcli -e list cell
celladmin@cmoicelol's password:

cmoicelol: cmOicelol online

[oracle@cmoidbmo1l ~]$

[oracle@cm01dbmol ~]$ dcli -c cmOicelol -1 root cellcli -e list cell
root@cmoicelol's password:

cm01celol: cmOilcelol online

[oracle@cmoidbmo1l ~]$

Note If you do not supply the -1 option to dc1i, dc1i will log in as the celladmin operating system account.

Now let’s push SSH keys to the storage cells:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group -k
celladmin@cmo1celo2's password:

celladmin@cmoicelol's password:

celladmin@cmoicelo3's password:

cm0icelol: ssh key added

cmolcelo2: ssh key added

cmoicelo3: ssh key added

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e list cell
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cmo1celol: cmOicelol online
cm01celo2: cmoicelo2 online
cm01celo3: cmoicelo3 online

[oracle@cmo1dbmo1l ~]$

The cellcli command issues above and lack of the password prompt confirmed that our SSH keys have been
stored on the storage cells.

How It Works

The dcli utility, stored in /usx/local/bin/dcli, is a Python script designed to run commands on remote servers and
is typically used in an Exadata environment to run cellcli commands. When you issue a dcli -k command, it will
append the SSH keys from the originating host and account’s ~/ssh/id_dsa.pub key file to destination server(s)/
account’s ~/.ssh/authorized_keys file. In the example above, we ran dcli -k as the oracle account and without a

-1 option. This pushed the /home/oracle/.ssh/id_dsa.pub contents to /home/celladmin/.ssh/authorized keys on
each server listed in the cell_group file.

7-3. Locating Key Configuration Files and Directories on the Cell

Servers
Problem

You wish to identify some of the key configuration files and directories on your Exadata storage cells in order to
confidently manage and administer your storage servers.

Solution

As an Exadata Database Machine administrator, or DMA, it is important to understand where the key software
components reside within each Exadata storage cell. Table 7-1 outlines some of the key software component
directories, files, executables, and purpose.

Table 7-1. Key software locations and executables, Exadata Storage Server

Directory/Executable/File Purpose
/opt/oracle Top level directory containing Oracle storage server software
/opt/oracle.cellos Directory containing Exadata cell software and utilities
/opt/oracle.cellos/cell.conf Cell configuration file
/opt/oracle.cellos/CheckHWnFWProfile Utility to validate hardware profile
/opt/oracle.cellos/ExadataDiagCollector.sh Utility to collect cell diagnostics data, valuable for SRs
/opt/oracle.cellos/functions_cellos Contains various Cell OS function calls
/opt/oracle.cellos/imageinfo Shows current image information
/opt/oracle.cellos/imagehistory Shows image history
/opt/oracle.cellos/ipconf[.pl] Displays or configures cell network environment
(continued)
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Table 7-1. (continued)

Directory/Executable/File Purpose

/opt/oracle.cellos/iso Contains kernel ISO images

/opt/oracle.cellos/make_cellboot_usb.sh Creates a USB rescue image

/opt/oracle.cellos/MegaCli64 MegaCLI—also in /opt/MegaRAID/MegaCli

/opt/oracle.cellos/patch Directory for staged patches

/opt/oracle.cellos/restore_cellboot.sh Restores from USB rescue image

/opt/oracle.cellos/validations cell Directory containing output from cell server validations

/opt/oracle.cellos/vldconfig Configures cell validation

/opt/oracle.cellos/vldrun Runs cell validation scripts and logs to /opt/oracle.cellos/
validations_cellw

/opt/oracle/cell Symlink to /opt/oracle.cell[VERSION]

/opt/oracle/cell[VERSION] Directory containing current cell software. For example,
/opt/oracle/cell11.2.2.4.2_LINUX.X64_ 111221

/opt/oracle/cell[VERSION]/cellsrv Directory containing cellsrv software

/opt/oracle/cell[VERSION]/cellsxv/deploy/ Configuration deployment files for active cell image

config

/opt/oracle/cell[VERSION]/cellsxrv/deploy/ Cell initialization parameter file

config/cellinit.ora

/var/log/oracle Directory containing cell server log files, alerts, and trace files

/var/log/oracle/cellos Directory containing log and trace files for Cell Services

utilities, validation framework, and cell server startup/
shutdown events

/var/log/oracle/diag/asm Directory containing log and trace files for cell
storage-related events in your cell

How It Works

Each Exadata storage cell is installed with its Cell Services software, configuration files, diagnostics utilities, and
log/trace file directories in the same locations. At a high level:

e  Cell Services software and diagnostics utilities are installed in /opt/oracle.cellos;

e Cell Services configuration files are located in /opt/oracle/cel1[VERSION], where VERSION is
the current image version of your cell;

e  Cell serverlogfiles, trace files, and alerts are stored in assorted directories under
/var/log/oracle.
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7-4. Locating Key Configuration Files and Directories on the

Compute Nodes

Problem

You wish to identify some of the key configuration files and directories on your Exadata Compute Nodes in order to
confidently manage and administer your Exadata database servers.

Solution

On each compute server in an Exadata Database Machine, Oracle installs software, binaries, or configuration files in a
few key locations. Table 7-2 provides some of these important files or directories.

Table 7-2. Key software locations and executables, Exadata Compute Server

Directory/Executable/File

Purpose

/uo1

/opt/oracle.cellos

/opt/oracle.SupportTools
/opt/oracle.SupportTools/onecommand

/opt/oracle.SupportTools/onecommand/
firstconf

/etc./oracle/cell/network-config

/etc./oracle/cell/network-config/
cellinit.ora

/etc./oracle/cell/network-config/cellip.

ora
$ORACLE_HOME
$GI_ORACLE_HOME

/opt/oracle.oswatcher

/etc./rc.d/rc.Oracle.Exadata

Default directory housing GI and RDBMS Oracle binaries

Contains all cell OS configuration files, image executables, and
so forth

Contains support and configuration files
Directory containing OneCommand files, used for install/config

Directory containing files to perform initial installation

Contains files that enable compute servers to communicate
with storage servers

Contains IB IP subnet for storage cells

Contains IB IP addresses for each storage cell

RDBMS Oracle Home

Grid Infrastructure Oracle Home—not typically specified as
$GI_ORACLE_HOME but usually /u01/app/11.2.0.X/grid

Directory containing OSWatcher utilities and output

Run control/init scripts for Exadata

How It Works

Exadata Compute Nodes are installed with key configuration and software files in the same locations from one
Exadata Compute Node to the next, as listed in Table 7-2. The only variation that you may see, as an Exadata DMA,
is a different location for your Oracle RDBMS and Grid Infrastructure software binaries in the event you elect to
customize your software deployment or install multiple Oracle Homes for security reasons, as presented in

Recipes 12-1 and 12-2.
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7-5. Starting and Stopping Cell Server Processes

Problem

You wish to stop or start storage server cell server processes.

Solution

Exadata’s Cell Services processes are started automatically at system startup and stopped automatically when the
server is shut down, but as an Oracle DMA there are situations in which you may need to stop and start Cell Services
processes manually. In this recipe, we will show you how to stop and start Cell Services software on an Exadata
Storage Server using both the service celld command and the cellcli command.

Note Before testing these commands, be aware of active grid disks with ASM disk groups mounted to them.
Stopping Cell Services will dismount ASM disks as the grid disks are taken offline and after the ASM disk group
attribute disk_repair time is exceeded, disks will be dropped.

NOTE:
NOTE:
NOTE:
NOTE:
NOTE:
NOTE:
NOTE:
NOTE:
NOTE:

1. To stop all Cell Services software on a storage server, log in as root or celladmin and run

the following command:

[root@cmo1celol ~]# service celld stop

Stopping the RS, CELLSRV, and MS services...
The SHUTDOWN of services was successful.

[root@cmoicelol ~]#

2. After doing this, you can examine your ASM instance’s alert log and see that our ASM
instance is offlining the disks in the storage cell we stopped. Don’t worry though—when
we start up services on the storage cell, ASM will automatically correct itself:

cache closing disk 31 of grp
cache closing disk 32 of grp
cache closing disk 33 of grp
cache closing disk 34 of grp
cache closing disk 35 of grp
PST update grp = 1 completed

1
1
1
1

1

: (not open) DATA (D 01 CMO1CELO1
: (not open) DATA_CD_11_CM01CELO1
: (not open) DATA_CD_05_CM01CELO1
: (not open) DATA CD 08 CM01CELO1
: (not open) DATA (D 02 CMo1CEL01

successfully

Attempting voting file refresh on diskgroup DBFS_DG
Voting file relocation is required in diskgroup DBFS_DG
Attempting voting file relocation on diskgroup DBFS_DG
Tue Jul 31 02:03:25 2012
WARNING: Disk 24 (DATA_CD 10 CM01CELO1) in group 1 will be dropped in
WARNING: Disk 25 (DATA_CD_07_CM01CELO1) in group 1 will be dropped in
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3. Now, start your Cell Services using the Linux service command:
[root@cmO1celol ~]# service celld start

Starting the RS, CELLSRV, and MS services...
Getting the state of RS services...

running

Starting CELLSRV services...
The STARTUP of CELLSRV services was successful.
Starting MS services...
The STARTUP of MS services was successful.
[root@cmoicelol ~]#

4. Once you are comfortable with the service celld start and stop commands, you can
also manage Cell Services software using CellCLI's alter cell command. Assuming
your services are running, log in to your compute node as root or celladmin and run the
cellcli command:

[root@cmoicelol ~]# cellcli -e alter cell shutdown services all

Stopping the RS, CELLSRV, and MS services...
The SHUTDOWN of services was successful.
[root@cmoicelol ~]#

5. Start your Cell Services software by running the cellcli command:
[root@cmoicelol ~]# cellcli -e alter cell startup services all

Starting the RS, CELLSRV, and MS services...
CELL-01510: Cannot start a new Restart Server (RS) at port number: 9903. An instance of
RS might be already running.
Getting the state of RS services...
running
Starting CELLSRV services...
The STARTUP of CELLSRV services was successful.
Starting MS services...
The STARTUP of MS services was successful.
[root@cmO1celol ~]#

Note Note If you stop your Cell Services with cellcli -e alter cell shutdown services all, Exadata’s Restart
Server (RS) process will automatically start. Running cellcli -e alter cell startup services all will generate a
CELL-01510 error indicating that the RS process is already running. In contrast, when you run service celld stop, the
Restart Server will not restart and all services will be down.

How It Works

The /etc/init.d/celld process is called at system boot to start your Exadata Cell Services software, but an Exadata
DMA can also manage Cell Services software by running either service celld or CellCLI's alter cell commands.
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The commands inside /etc./init.d/celld actually perform cellcli -e alter cell commands to stop and start
the RS, MS, and cellsrv processes; both approaches will yield the same result.

You can also manage individual processes (RS, MS, or cellsrv) manually using CellCLI alter cell commands.
For example, to restart the cellsrv software, you could run the following command:

[root@cmO1celol ~]# cellcli -e alter cell restart services cellsrv

Restarting CELLSRV services...
The RESTART of CELLSRV services was successful.
[root@cmoicelol ~]#

Rebooting a healthy storage server will nearly always leave you in a good state in terms of overall cell health and
functionality since the overall storage server processes are automatically started from system initialization scripts.
During patching and upgrades, which are presented in Recipe 11-1, Oracle’s patching software will commonly stop,
start, or restart Cell Services software components.

7-6. Administering Storage Cells Using CellCLI
Problem

You wish to list, modify, create, drop, or manage objects and attributes for your Exadata storage cells.

Solution

Oracle’s storage cell command line interface is called CellCLI. CellCLI is invoked by running the cellcli command
when logged in to a storage server.
Log in to your desired storage cell as root, celladmin, or cellmonitor and issue the cellcli command:

[celladmin@cmoicelol ~]$ cellcli
CellCLI: Release 11.2.2.4.2 - Production on Tue Aug 28 00:41:00 EDT 2012

Copyright (c) 2007, 2011, Oracle. All rights reserved.
Cell Efficiency Ratio: 666

CellCLI> help

HELP [topic]
Available Topics:
ALTER
ALTER ALERTHISTORY
ALTER CELL
.. CellCLI output omitted for brevity
LIST GRIDDISK
LIST IBPORT
LIST IORMPLAN
. CellCLI output omitted for brevity

CellCLI»
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How It Works

Oracle’s CellCLI interface is a Java-based framework delivered by the storage cell’s management server process (MS)
that provides administrative capabilities to your storage server entities. In short, if you wish to configure, change,
create, drop, or alter your storage server configuration, CellCLI is the interface to do so.

Within CellCLI, you can perform the following types of actions, each of which you can learn more about using the
CellCLI HELP command as displayed in the solution of this recipe:

e  ALTER alert history, cell attributes, cell disks, grid disks, InfiniBand ports, IORM plans, LUNS,
physical disks, quarantines, and thresholds

e  ASSIGN ASM-scope or database-scoped security keys
e  CALIBRATE your cell using Oracle’s adaptation of the Orion calibration toolkit

e  CREATE and DROP cells, cell disks, flashcache, flashlog, grid disks, security keys, quarantines,
thresholds, alerts

e  DESCRIBE object types
e  EXPORT and IMPORT cell disks

e  LIST attributes of your storage cell, cell disks, grid disks, flashcache, flashlog, InfiniBand port,
IORM plans, keys, LUNSs, physical disks, quarantines, and thresholds

e  LISTreporting metrics for active requests, alerts and alert definition, current metrics, and
historical metrics

The CellCLI utility is used extensively in recipes throughout this book, and if you're reading the chapters in the
book sequentially, you have already undoubtedly launched cellcli on your Exadata storage cells. Chapter 13 as well
as all the chapters in Part V of this book will provide detail on many aspects of real-world usage of CellCLI.

7-7. Administering Storage Cells Using dcli
Problem

You wish to monitor or administer multiple Exadata Storage Servers simultaneously on your Exadata environment
without having to log in to each storage cell individually.

Solution

The dcli utility can be used to run remote commands on one, multiple, or all storage or compute nodes that a server
can communicate with. In Exadata environments, it is common to use dc1i to manage or monitor multiple storage
servers simultaneously.

Note In this recipe, we will focus on using dc1i from the oracle account on an Exadata Compute Server, but you
could perform the same steps under any operating system account on either the compute or storage nodes, if desired.

The first task you should perform to be successful with dcli is to establish trust between your hosts. In other
words, configure your environment to enable automatic authentication as dcli executes remote commands. This is
accomplished by distributing SSH keys between hosts using the dcli -k command.
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Note Please refer to Recipe 7-2 for details on how to distribute SSH keys to bypass password entry with dc1i.

Once this is done, log in to a compute node as the oracle operating system account and run the dcli -h
command to display the usage guidelines:

[oracle@cmo1dbmol ~]$ dcli -h

... Output omitted

Examples:

dcli -g mycells -k

dcli -c stsd2s2,stsd2s3 vmstat

dcli -g mycells cellcli -e alter iormplan active
dcli -g mycells -x reConfig.scl

usage: dcli [options] [command]
... Output omitted
[oracle@cmo1dbmo1 ~]$

This output displays a number of options and associated command syntax, but the most common usage for
dcli with respect to storage server management is to run cellcli commands on the storage cells. Run the following

command to list your storage cell details on your first storage cell:

[oracle@cm01dbmol ~]$ dcli -c cmOicelol cellcli -e list cell detail

cmolcelol: name: cmoicelol

cm0icelol: bbuTempThreshold: 45

cmolcelol: bbuChargeThreshold: 800

cmolcelol: bmcType: IPMI

cmolcelol: cellVersion: 0SS_11.2.2.4.2 LINUX.X64_111221
cmolcelol: cpuCount: 24

cmoicelo1: diagHistoryDays: 7

cmOlcelol: events:

cmoicelo1: fanCount: 12/12

... Output omitted

The -c option is followed by a storage server name, which is cm01celo1 in the example above. You can also run
this same command for multiple servers by delineating your storage cells with a comma:

[oracle@cmo1idbmol ~]$ dcli -c cmO1celol,cmOoicelo2 cellcli -e list cell
cm01celol: cmoOicelol online

cm01celo2: cmoOicelo2 online

[oracle@cmo1dbmol ~]$

The power of dcli comes when you wish to run a cellcli command on all of your storage servers. To enable
this, first create a text file containing the names of all your storage cells, each on its own line. In the example below,
we've created a file called cell_group that contains the names of each of our storage cells in our Quarter Rack:

[oracle@cmo1idbmol ~]$ cat cell group
cmolcelol

cmo1celo2

cmo1celo3

[oracle@cmoidbmo1l ~]$
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When this is complete, launch dcli with the -g option to run the same command on each server in your
cell_group text file:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e list cell

cmo1celol: cmOicelol online
cmo1celo2: cmOicelo2 online
cmo1celo3: cmOicelo3 online

[oracle@cmo1dbmo1 ~]$

How It Works

Each Exadata Compute and Storage Server Node ships with a Python utility developed under Oracle’s Open Source
software initiative called dcli. dcli stands for “Distributed Command Line Interface”; Oracle created the utility as a
method to manage multiple servers from a single command.

The dcli Python script is installed in /usr/local/bin on each compute and storage node in your Exadata
Database Machine, which implies that you can run dcli commands from each node.

Typically, Exadata DMAs will create text files containing the names of the storage servers and compute servers
in their environment. In fact, you will also find multiple files staged in /opt/oracle.SupportTools/onecommand that
Oracle uses during the Exadata installation to perform various installation and configuration tasks:

[root@cmo1dbmo1 ~]# 1s /opt/oracle.SupportTools/onecommand/*group

/opt/oracle.SupportTools/onecommand/all_group
/opt/oracle.SupportTools/onecommand/cell_ib_group

/opt/oracle.SupportTools/onecommand/all_ib_group
/opt/oracle.SupportTools/onecommand/dbs_group

/opt/oracle.SupportTools/onecommand/all_nodelist group
/opt/oracle.SupportTools/onecommand/dbs_ib_group

/opt/oracle.SupportTools/onecommand/cell_group
/opt/oracle.SupportTools/onecommand/priv_ib_group

[root@cmo1dbmo1l ~]# cat /opt/oracle.SupportTools/onecommand/cell group

cmoicelol

cmo1celo2

cmoicelo3

[root@cmo1dbmo1l ~]

While the most common usage for dcli is to run CellCLI commands, you can also use dcli for running just about
any Linux script. For example, the command below reports disk space utilization for the root file system on each

storage cell in your Exadata environment:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group df -h /

cmolcelol: Filesystem Size Used Avail Use% Mounted on
cmoicelo1: /dev/md6 9.9G 3.6G 5.9G 38% /
cmoicelo2: Filesystem Size Used Avail Use% Mounted on
cmolcelo2: /dev/md6 9.9G 3.6G 5.9G 38% /
cmolcelo3: Filesystem Size Used Avail Use% Mounted on
cmo1celo3: /dev/md6 9.9G 3.6G 5.9G 38% /

[oracle@cmo1dbmo1 ~]$

Some Exadata administration tasks are made significantly easier and arguably less error-prone when using
dcli. For example, when configuring storage entities such as cell disks and grid disks, implementing I/0 Resource
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Management Plans, and so forth, using dc1i to run identical cellcli commands on each storage server not only
reduces manual effort and keystrokes, but also ensures consistent configuration across nodes. Recipes in Chapters 13
will make this point more clear.

7-8. Generating Diagnostics from the ILOM Interface
Problem

You are troubleshooting an issue or working with Oracle Support on a Service Request and need to generate a
diagnostics snapshot.

Solution

There are two methods available to generate a Data Collection Snapshot, which is the official name for Oracle’s ILOM
3.0.X Service Snapshot utility: with the ILOB web interface and the ILOM command line interface. To generate a data
collection snapshot using the web interface, start a browser, connect to the server’s ILOM interface, and navigate to the
Maintenance-Snapshot tab as depicted in Figure 7-1.
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Figure 7-1. ILOM web interface service snapshot utility

Next, select the Transfer Method from the bottom drop-down box. Your choices will be Browser, SFTP, or FTP as
displayed in Figure 7-2. We typically recommend selecting the Browser method.
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Figure 7-2. Service snapshot transfer method

Once you've selected the transfer method, the service snapshot utilities will run and transfer via HTTPS to your
local machine, at which point you can upload to Oracle Support.

To use the ILOM command line interface to generate your snapshot, establish an SSH connection to the ILOM
interface:

Macintosh-7:~ jclarke$ ssh root@cm0i1dbmo1-ilom

Password:

Oracle(R) Integrated Lights Out Manager

Version 3.0.16.10 165138

Copyright (c) 2011, Oracle and/or its affiliates. All rights reserved.
->

Note For your compute and storage servers, the ILOM hostname will be named servername-ilom, where
“servername” is the name of your server.

Next, optionally set your snapshot dataset mode to either normal (default), full, FRUID, or custom. Unless
specifically requested by Oracle Support, using the default normal should be sufficient.

-> set /SP/diag/snapshot dataset=normal
Set 'dataset' to 'normal'
->

Note To learn more about the dataset options, please consult your Oracle documentation or refer to
http://docs.oracle.com/cd/E19464-01/820-6850-11/ILOM30.htm1#50602037_68461.
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Then, generate your snapshot providing a URI to upload the snapshot information to. In the example below,
we're selecting an Oracle ZFS Storage Appliance share with ftp services enabled on it:

-> set /SP/diag/snapshot dump_uri=ftp://11.11.1.170/export/esx_hosts/
Enter remote user password:
<< output omitted >>

How It Works

On Oracle’s Integrated Lights Out Management software built on each Exadata Compute, Storage, and InfiniBand
node, ILOM software provides the ability to generate and bundle snapshot diagnostics information. The service
snapshot diagnostics utilities collect log files and run various commands, assimilate the output, and transfer to a data
collection location as specified by the administrator.

An Exadata DMA would typically only need to run these utilities under the guidance of Oracle Support.
In general, this is a required step when filing a hardware-related Oracle Service Request.

7-9. Performing an Exadata Health Check Using exachk
Problem

You want to conduct a comprehensive Exadata health check on your Exadata Database Machine to validate your
hardware, firmware, and configuration.

Solution

Oracle’s exachk utility is designed to perform a comprehensive health check of your Exadata Database Machine.
In recent versions of Exadata, exachk is located under /opt/oracle. SupportTools on your first compute node.

Note Oracle ACS typically runs the exachk utility as a post-installation step to validate the Exadata
installation. Historically, this functionality was provided with the HealthCheck utility, located in
/opt/oracle.SupportTools/onecommand/HealthCheck. HealthCheck has been phased out and replaced with exachk.

If you do not have the exachk utility installed on a compute node, you can download the exachk from My Oracle
Support document 1070954.1. After downloading the latest version of exachk, transfer the zip file to one of your
compute node servers and unzip it.

After unzipping, you can determine the version of exachk by running exachk -v:

[root@cmo1dbmol stgl# ./exachk -v

EXACHK VERSION: 2.1.6_ 20120817
[root@cmo1dbmo1 stg]#
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The readme. txt file contains information about how to use exachk; in the example below, we’ll launch it with the
-a option, which will perform all Exadata checks. You need to be logged in as the oracle (RBDMS) software owner to
run exachk:

[oracle@cmo1dbmol stg]$ ./exachk -a

(RS stack is running and CRS_HOME is not set. Do you want to set CRS_HOME to /u01/app/11.2.0.3/
grid?[y/n]lyly

Checking ssh user equivalency settings on all nodes in cluster
Node cm01dbmo2 is configured for ssh user equivalency for oracle user

Searching for running databases . . . . .

List of running databases registered in OCR
dwprd

visx

visy

A1l of above

None of above

vih WN R

Select databases from list for checking best practices. For multiple databases, select 4 for All or
comma separated number like 1,2 etc. [1-5][4].
... Output omitted

When launched, exachk will supply several self-explanatory prompts, including prompts for the root password
on the storage servers, compute servers, InfiniBand switches, and so forth. When exachk is running, you'll see output
from the script that resembles the following output:

... Output omitted

Collecting - Verify Hardware and Firmware on Database and Storage Servers (CheckHWnFWProfile)
[Database Server]

Collecting - Verify InfiniBand Address Resolution Protocol (ARP) Configuration on Database Servers
Collecting - Verify InfiniBand Fabric Topology (verify-topology)

Collecting - Verify InfiniBand subnet manager is running on an InfiniBand switch

Collecting - Verify Master (Rack) Serial Number is Set [Database Server]

Collecting - Verify RAID Controller Battery Condition [Database Server]

Collecting - Verify RAID Controller Battery Temperature [Database Server]

Collecting - Verify database server disk controllers use writeback cache

Collecting - root time zone check

Preparing to run root privileged commands on STORAGE SERVER cmOilcelol
100t@192.168.10.3"'s password:

Collecting - Ambient Temperature on storage server

Collecting - Exadata software version on storage server

Collecting - Exadata software version on storage ...
<< output truncated>>
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After exachk completes, unzip the output files and open the exachk HTML file in a web browser. Figure 7-3 shows
the header page of the exachk summary screen for exachk version 2.1.6.

Oracle Exadata Assessment Report

System Health Score is 78 out of 100 (detail)

Cluster Summary

Chuner Narse | - i
€% Vs ae LN R4 OCLRSL 5§ 26 L0213 2.0 2005
CHY Horre - Yeraon ol fapp D10 Hfgrid ~ EREBUND |
IO o - Vamion - Mamsan  Svd ieees e aslel) 1B Bkt ] - 1120000 ::
i adas WerL s L343 |
Sarebsmr of rodes F |
Dutabavs Fprvers f
i S 1
W Lwiickay 1 |
sRErak Veruon ERES R LV
Canlen lisn waschi_wivy_ 383112 L34 rip
Collection Dt Fi-desg-biE 11 01508 |

Figure 7-3. exachk cluster summary

The exachk summary report is broken down into four main sections: Findings Needing Attention, Findings
Passed, MAA Scorecard, and Systemwide firmware and software versions. You can navigate to each of these sections
in the summary report to gather more information about each one. For example, Figure 7-4 displays a screen shot of
Findings Needing Attention for the database server:

Database Server
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Figure 7-4. Findings needing attention for database server, exachk
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How It Works

Oracle replaced its HealthCheck utility with exachk in late 2011 and recommends that Exadata DMAs use exachk
to validate their Exadata environment. Typically an Exadata DMA will run exachk prior to and after Exadata system
maintenance, including patching, upgrades, and so forth.

exachk is designed to collect software, hardware, firmware, and configuration data for Exadata. When exachk
runs, it will log in to each of the compute server, storage server, and InfiniBand switches in your database machine
and perform a series of system configuration and health checks.

Each test that exachk performs generates output files and messages indicating whether the test passed or failed.
When complete, exachk zips the output files together and builds an HTML report that a DMA can use to view the
output of the test.

7-10. Collecting Compute and Cell Server Diagnostics Using the
sundiag.sh Utility

Problem

You wish to collect generic server and storage diagnostics on a single Exadata compute server or storage server using
Oracle’s sundiag. sh tool.

Solution

On each Exadata compute and storage cell nodes, Oracle delivers a utility called sundiag.sh. The sundiag.sh script is
installed in /opt/oracle.SupportTools. Log in to one of your servers as root and run /opt/oracle. SupportTools/
sundiag.sh:

[root@cmOlcelol ~]# /opt/oracle.SupportTools/sundiag.sh
Disk /dev/sdc doesn't contain a valid partition table
Disk /dev/sdd doesn't contain a valid partition table
... Output omitted for brevity

Success in AdpEventlog

Exit Code: 0x00

sundiag_2012_08 28 12 45/

sundiag_2012_08 28 12 45/cm0lcelol_celldisk-detail 2012 08 28 12 45.out
<< lines omitted for brevity

sundiag 2012 08 28 12 45/cm0lcelol fdisk-1 2012 08 28 12 45.out

[root@cmoicelol ~]#

When complete, the output of the sundiag. sh utility will be stored in /tmp with a date-stamped BZ2-compressed
file. Typically, you would upload this file to Oracle Support.

Note In the previous example, we ran sundiag. sh on one of our storage servers. As such, we received a number of
messages concerning disks with no valid partition table; this is normal for storage servers.
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How It Works

Oracle’s sundiag. sh utility is used to generate server diagnostics and is installed in /opt/oracle.SupportTools on
every Exadata Compute Server and Storage Server. When logging Oracle Service Requests, it is common for Oracle
Support to request the output of the sundiag. sh utility so it is important to know where the utility it is, how to run it,
and understand what it does.

On both compute servers and storage cells, sundiag. sh generates the following output:

The output of the dmesg command, which contains kernel-level diagnostics from the kernel
ring buffer

The output of fdisk -1, which contains a list of all disk partitions

The output of 1spci, which contains a list of all PCI buses on the system

The output of 1sscsi, which contains a list of all SCSI drives on the system
Various outputs of MegaC1164, which provides MegaRAID controller diagnostics

The output from ipmitool sel elist, which queries the ILOM interface for assorted sensor
readings for all IPMI enabled devices

A copy of /var/log/messages
Afile called MegaSAS. log, which provides information about your SAS disks

In addition, when launched from an Exadata Storage Server, sundiag.sh also collected the following information:

The output of cellcli list cell detail

The output of cellcli 1ist celldisk detail

The output of cellcli 1list lun detail

The output of cellcli list physicaldisk detail

The output of all physical disks not in a normal state

The output of cellcli list griddisk detail

The output of cellcli list flashcache detail

The output of cellcli list alerthistory

A copy of your storage cell alert.log, ms-odl.log, and ms-odl.trc files

Information about your PCI flash modules, or FDOMs, by using the /usr/bin/flash_dom -1
command

The output of /opt/oracle/cell/cellsrv/deploy/scripts/unix/hwadapter/diskadp
/scripts_aura.sh, which provides details about your disk adapters

Additional information about your disk devices from the /opt/oracle/cell/cellsrv
/deploy/scripts/unix/hwadapter/diskadp/get_disk devices.pl script

In short, sundiag. sh generates a comprehensive set of diagnostics output, tailored to whether you run it from a
compute node or storage server.
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7-11. Collecting RAID Storage Information Using the MegaCLlI
utility
Problem

You wish to generate diagnostics or configuration information about your MegaRAID-controlled disk devices on an
Exadata Storage Server or Compute Server.

Solution

Log in to an Exadata Compute or Storage Server as root; in the following example, we're connecting a storage server.
Check the version of the MegaCli64 utility:

[root@cmoicelol ~]# 1s /opt/MegaRAID/MegaCli/MegaCli6s
/opt/MegaRAID/MegaCli/MegaCli6s
[root@cmOlcelol ~]# /opt/MegaRAID/MegaCli/MegaCli6sg -v
MegaCLI SAS RAID Management Tool Ver 8.00.23 May 17, 2010
(c)Copyright 2010, LSI Corporation, All Rights Reserved.
Exit Code: 0x00
[root@cmoicelol ~]#

MegaCLI can provide a wealth of information about your storage devices. In Table 7-3, we provide the commands
required to generate some of the more common inquiry tasks you may perform with MegaCLI.

Table 7-3. Common MegaCLI commands

Command Description

# /opt/MegaRAID/MegaCli/MegaCli64 -AdpAllInfo -aALL Lists detailed disk adapter information for
all adapters

# /opt/MegaRAID/MegaCli/MegaCli64 -PDList -aALL Lists detailed physical disk information for
all disks

# /opt/MegaRAID/MegaCli/MegaCli64 -AdpEventlog -GetEvents -f Displays disk adapter events
[output file] -aALL

/opt/MegaRAID/MegaCli/MegaCli64 -fwtermlog -dsply -aALL Displays firmware information for your
system’s storage devices

# /opt/MegaRAID/MegaCli/MegaCli64 -cfgdsply -aALL Lists disk configuration information for all
of your devices

# /opt/MegaRAID/MegaCli/MegaCli64 -adpbbucmd -aALL Displays information about the status of
your battery-backed disk cache (BBU)

# /opt/MegaRAID/MegaCli/MegaCli64 -LdPdInfo -aALL Provides detailed information about your
virtual disks

# /opt/MegaRAID/MegaCli/MegaCli64 -PDList -aALL Lists physical disk and adapter information

# /opt/MegaRAID/MegaCli/MegaCli64 -LDInfo -LALL -aALL Displays virtual drive information

# /opt/MegaRAID/MegaCli/MegaCli64 -ShowSummary -aALL Displays summary information for your
LSI MegaRAID devices
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How It Works

The physical SAS disks in both the storage servers and compute servers are managed with an LSI MegaRAID
SAS controller and can be managed and queried using the 64-bit MegaCLI RAID management tool,
/opt/MegaRAID/MegaCli/MegaCli6s

MegaCLl is used by various support tools, such as sundiag.sh, and also used or requested when troubleshooting,
patching, or working with Oracle Support. MegaCLI also provides a valuable mechanism to understand your Exadata
storage devices; understanding the various command-line options to MegaCli64 is often important for an Oracle
Exadata DMA.

7-12. Administering the Storage Cell Network Using ipconf
Problem

You wish to view your storage cells network configuration and optionally use ipconf to modify your storage server or
compute server’s network configuration.

Solution

Oracle’s ipconf utility is used on Exadata servers to configure server network interfaces. It is invoked during system
startup and is invoked from the /opt/oracle.cellos/cellFirstboot.sh script.

ipconf will set network information based on information in your cell. conf file. The default cell.conf file is
located in /opt/oracle.cellos/cell.conf

[root@cmolcelol ~]# more /opt/oracle.cellos/cell.conf
$VARL = {
"Internal’ => {
'Interface infiniband prefix' => 'ib',
'Interface ethernet prefix' => 'eth'
}
"Hostname' => 'cmO1celol.centroid.com',
‘Timezone' => 'America/Detroit’,
'Ntp drift' => '/var/lib/ntp/drift’,
"Interfaces’ => [

{
'Hostname' => 'cm0icelO1-priv.centroid.com',
'IP address' => '192.168.10.3",
‘Net type' => 'Private’,
‘Netmask' => '255.255.252.0',
'Slaves' => [
'ibo’,
'ib1’
1
'State' => 1,
'Name' => "bondibo'
1

.. Additional information omitted
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You can validate a cell.conf network configuration file by running the ipconf -verify command as displayed:

[root@cmoicelol ~]# /opt/oracle.cellos/ipconf -verify \

> -conf /opt/oracle.cellos/cell.conf

Verifying of Exadata configuration file /opt/oracle.cellos/cell.conf

Done. Configuration file /opt/oracle.cellos/cell.conf passed all verification checks
[root@cmoicelol ~]#

In general, an Oracle Exadata DMA would not manually invoke ipconf unless changing the server’s networking
information.

Note Recipes 10-6 and 10-7 provide detailed information about how to change Exadata server network information
and includes multiple references to ipconf.

How It Works

The ipconf utility is installed in /opt/oracle.cellos on both the Exadata Storage Servers and Compute Nodes and
is symbolically linked to /usr/local/bin/ipconf. As mentioned previously, ipconf is called at system startup time to
set and validate your Exadata server network information. Specifically:

e Atrunlevel 3, the /etc./init.d/precell scriptislaunched (/etc./rc3.d/S08precell).
e /etc./init.d/precell calls /opt/oracle.cellos/cellFirstboot.sh.

e /opt/oracle.cellos/cellFirstboot.sh checks for the existence of /opt/oracle.cellos/
cell.conf. If it does not exist, the network configuration will call /opt/oracle.cellos/
ipconf, which in turn calls /opt/oracle.cellos/ipconf.pl. The ipconf.pl Perl script will
supply a configuration menu from which you can set your network settings.

e If/opt/oracle.cellos/cell.conf does exist, /opt/oracle.cellos/ipconf.pl will read
/opt/oracle.cellos/cell.conf, configure the network per directives in cell. conf, and
handle a number of other network tasks.

If, after your Exadata installation you wish to change network information, including IP addresses, DNS servers,
NTP servers, and so on, you would move a copy of your cell. conf file to a new location, validate it using the
ipconf -verify command, and then deploy using the command below:

# /opt/oracle.cellos/ipconf -force -newconf /tmp/new.cell.conf -reboot

In general, ipconf would be required only if changing network information.

Note Please see Recipe 10-7 to learn how to change Exadata network information in a supported manner.
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7-13. Validating Your InfiniBand Switches with the
CheckSWProfile.sh Utility

Problem

You wish to validate your InfiniBand switch software and firmware versions.

Solution

Use the CheckSWProfile. sh utility, which is designed to check your InfiniBand switch software and firmware versions.
Log in to one of your compute or storage servers as root and run the command below:

[root@cmo1dbmo1 ~]# /opt/oracle.SupportTools/CheckSWProfile.sh -I cmOisw-ib2,cm01sw-ib3

Checking if switch cmoisw-ib2 is pingable...

Checking if switch cmoisw-ib3 is pingable...

Use the default password for all switches? (y/n) [n]: n

Use same password for all switches? (y/n) [n]: y

Enter admin or root password for All_Switches:

Confirm password:

[INFO] SUCCESS Switch cmoisw-ib2 has correct software and firmware version:
SWver: 1.3.3-2

[INFO] SUCCESS Switch cmoisw-ib2 has correct opensm configuration:
controlled handover=TRUE polling retry number=5 routing engine=ftree

sminfo_polling timeout=1000 sm_priority=5

[INFO] SUCCESS Switch cmoisw-ib3 has correct software and firmware version:
ShWver: 1.3.3-2
[INFO] SUCCESS Switch cmoisw-ib3 has correct opensm configuration:
controlled_handover=TRUE polling retry number=5 routing engine=ftree
sminfo_polling timeout=1000 sm_priority=5

[INFO] SUCCESS All switches have correct software and firmware version:
SWver: 1.3.3-2
[INFO] SUCCESS All switches have correct opensm configuration:
controlled_handover=TRUE polling_retry number=5 routing engine=ftree
sminfo_polling timeout=1000 sm_priority=5 for non spine and 8 for spine switchs
[root@cmo1dbmo1 ~]#

From the above display:

e Both of our Exadata InfiniBand leaf switches are supplied in a comma-separated list following
the -I argument.

e Inour machine, we've changed the default admin and root password on our InfiniBand
switches, so we chose to enter them when prompted.

e CheckSWProfile.sh reported the correct software, firmware, and OpenSM configuration.
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How It Works

The CheckSWProfile. sh script is supplied on each Exadata Compute and Storage Server and can be found in
/opt/oracle.SupportTools/CheckSWProfile.sh. CheckSWProfile.sh processes the list of InfiniBand switch names
and passwords provided, logs in to each switch, and runs a series of InfiniBand commands such as version show,
module-firmware, and also copies the contents of /etc./opensm/opensm.conf to temporary files in /tmp.
CheckSWProfile.sh also conducts an RPM search on each switch to confirm software versions. When complete, the
utility will parse the temporary output files and display its status to the calling window.

The CheckSWProfile. sh utility is typically executed as a pre-patch or post-patch procedure but can be executed
at any time.

7-14. Verifying Your InfiniBand Network Topology
Problem

You wish to report your Exadata InfiniBand network topology.

Solution

With Exadata, Oracle supplies a script called /opt/oracle.SupportTools/ibdiagtools/verify-topology, which

is used to do just what its name implies, validate your InfiniBand network layout. To execute this utility, log in to a
compute server or storage cell as root, change directories to /opt/oracle.SupportTools, and execute the command
below:

[root@cmo1dbmo1 ~]# cd /opt/oracle.SupportTools/ibdiagtools/
[root@cmo1dbmo1 ibdiagtools]# ./verify-topology

[ DB Machine Infiniband Cabling Topology Verification Tool ]
[Version IBD VER 2.c 11.2.2.4.2 111221]
Leaf switch found: cm01sw-ib2 (21284697f9a0a0)
Leaf switch found: cmOisw-ib3 (2128469c6da0a0)

Found 2 leaf, 0 spine, 0 top spine switches

Check if all hosts have 2 CAs to different switches............... [SUCCESS]
... Output omitted

Spine switch check: Are any Exadata nodes connected .............. [SUCCESS]
Spine switch check: Any inter spine switch links.................. [SUCCESS]
Spine switch check: Any inter top-spine switch links.............. [SUCCESS]
Spine switch check: Correct number of spine-leaf links............ [SUCCESS]
Leaf switch check: Inter-leaf link checK.....ceeeeeeeeennennnnnnnn [SUCCESS]
Leaf switch check: Correct number of leaf-spine links............. [SUCCESS]

[root@cmo1dbmol ibdiagtools]#

Note You must execute the verify-topology command from the /opt/oracle.SupportTools/ibdiagtools
directory because the script attempts to read the VERSION FILE file from the current working directory. Not doing so will
yield a head: cannot open 'VERSION FILE' for reading: No such file or directory error message.
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How It Works

The /opt/oracle.SupportTools/ibdiagtools/verify-topology utility is used to validate the InfiniBand cabling
within your Exadata Database Machine. It uses ibnetdiscover, ibhosts, and ibswitches commands, located in
/usr/sbin, to conduct its tests.

7-15. Diagnosing Your InfiniBand Network
Problem

You wish to conduct a health check on your Exadata InfiniBand network to validate that the components are
functioning as expected.

Solution

Exadata provides several commands and utilities to validate the health of your Exadata InfiniBand network and
network switches, many of which can be executed from your compute servers or storage servers. With any of these
commands and utilities, you want to look for errors or warnings and resolve as appropriate.

1.  First, login to a compute server as root and run /usr/bin/ibdiagnet to determine if any
bad links, GUIDs, or illegal PM counters exist:

[Toot@cmo1dbmo1l ibdiagtools]# ibdiagnet

Loading IBDIAGNET from: /usr/1ib64/ibdiagneti.2

-W- Topology file is not specified.
Reports regarding cluster links will use direct routes.

Loading IBDM from: /usr/lib64/ibdmi.2

-W- A few ports of local device are up.
Since port-num was not specified (-p option), port 1 of device 1 will be
used as the local port.

-I- Discovering ... 7 nodes (2 Switches & 5 CA-s) discovered.

1 sad Gutdenitos tie

T ho bad Guids were faund

1. Links With logical State - i1

1 No bad Links (uith Logical state - INIT) were found

1w coumters ho T

1 No illegal Ph counters values were found

1. Fabric partitions Report (see fbdisgnet.pkey for a full hosts List)
10 okeysoTiit fostsio fullito partialio

1 Thols submets check

N

-I- Subnet: IPv4 PKey:0x7fff QKey:0x00000bib MTU:2048Byte rate:10CGbps SL:0x00
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-W- Suboptimal rate for group. Lowest member rate:40Cbps > group-rate:10Cbps
g

-I- Bad Links Info

-I- No bad link were found

-I- Stages Status Report:
STAGE Errors  Warnings

Bad GUIDs/LIDs Check 0 0
Link State Active Check 0 0
Performance Counters Report 0 0
Partitions Check 0 0
IPoIB Subnets Check 0 1

Please see /tmp/ibdiagnet.log for complete log
-I- Done. Run time was 1 seconds.
[root@cm01dbmo1l ibdiagtools ]#

2. Run/usr/sbin/ibqueryerrors.pl to check whether any errors are returned. In the
example below, we can see a small number of relay errors for each of our switches:

[root@cmo1dbmol ibdiagtools]# ibqueryerrors.pl
Errors for 0x2128469c6da0da0 "SUN DCS 36P QDR cmOisw-ib3"
GUID 0x2128469c6da0a0 port 7: [RcvSwRelayErrors == 1] [XmtDiscards == 4]
[XmtWait == 2534716]
GUID 0x2128469c6da0a0 port 10: [XmtWait == 5716382]
GUID 0x2128469c6da0a0 port 13: [XmtWait == 10210]
GUID 0x2128469c6da0a0 port 14: [XmtWait == 7434]
GUID 0x2128469c6da0a0 port 17: [XmtWait == 5748]
Errors for 0x21284697f9a0a0 "SUN DCS 36P QDR cmOlsw-ib2"
GUID 0x21284697f9a0a0 port 1: [RcvSwRelayErrors == 48] [XmtWait == 16528234]
GUID 0x21284697f9a0a0 port 2: [RcvSwRelayErrors == 48] [XmtWait == 16088954 ]
GUID 0x21284697f9a0a0 port 4: [RcvSwRelayErrors == 48] [XmtWait == 16789105]
GUID 0x21284697f9a0a0 port 7: [XmtDiscards == 2] [XmtWait == 1273404511]
GUID 0x21284697f9a0a0 port 10: [RcvSwRelayErrors == 83] [XmtDiscards == 1]
[XmtWait == 1331113845]
GUID 0x21284697f9a0a0 port 15: [XmtWait == 2388489]
GUID 0x21284697f9a0a0 port 16: [XmtWait == 5043445]
[root@cm01dbmo1l ibdiagtools ]#

3. To check your InfiniBand network performance, run the /opt/oracle.SupportTools/
ibdiagtools/infinicheck command. For this test, you will need SSH keys to be
distributed to the nodes in your Exadata cluster; if not already performed as the root user,
issue the following command:

[root@cmo1dbmo1 ibdiagtools]# ssh-keygen -t dsa
Generating public/private dsa key pair.

Enter file in which to save the key (/root/.ssh/id dsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /root/.ssh/id_dsa.
Your public key has been saved in /root/.ssh/id_dsa.pub.
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The key fingerprint is:
7f:9€:54:6d:31:39:20:87:09:c7:a9:c7:e0:ac:26:15 root@cmo1dbmol.centroid.com
[root@cmo1dbmol ibdiagtools]#

Next, run infinicheck with the -s option to push the SSH keys to each host, by its
InfiniBand IP address, as listed in the nodes.1st file:

[root@cmo1dbmo1l ibdiagtools]# ./infinicheck -g ./nodes.lst -u root -s

INFINICHECK
[Network Connectivity, Configuration and Performance]
[Version IBD VER 2.c 11.2.2.4.2 111221]
The authenticity of host '192.168.10.3 (192.168.10.3)' can't be established.
RSA key fingerprint is ad:6e:df:9c:05:2c:32:d7:c3:62:31:03:ad:ca:60:74.
Are you sure you want to continue connecting (yes/no)? yes

Verifying User Equivalance of user=root to all hosts.
(If it isn't setup correctly, an authentication prompt will appear to push keys to all
the nodes)

<< lines omitted for brevity >>
Checking if Host cm01dbm02 knows about Host cm01dbm02:

Adding to known hosts public key:
[root@cmo1dbmo1l ibdiagtools]#

Note The infinicheck utility will perform its tests using the InfiniBand network, so previous SSH keys exchanges
between hosts with dc1i -k will be of no value.

Now you can run the infinicheck utility. Make sure you are in the
/opt/oracle.SupportTools/ibdiagtools directory and run the command below.

Note Running infinicheck will conduct performance tests that will saturate your InfiniBand network. As such,
the test should be scheduled during a maintenance window or quiet time.

[root@cmo1dbmo1l ibdiagtools]# ./infinicheck -g ./nodes.lst -u root

INFINICHECK
[Network Connectivity, Configuration and Performance]
[Version IBD VER 2.c 11.2.2.4.2 111221]

Verifying User Equivalance of user=root to all hosts.
(If it isn't setup correctly, an authentication prompt will appear to push keys to all the nodes)

Verifying User Equivalance of user=root to all cells.
(If it isn't setup correctly, an authentication prompt will appear to push keys to all the nodes)

185

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 7 © ADMINISTRATION AND DIAGNOSTICS UTILITIES

##### CONNECTIVITY TESTS  ##Ht#
[COMPUTE NODES -> STORAGE CELLS]
(30 seconds approx.)
WARNING ] on cmoiceloi... Cant open /etc./oracle/cell/network-config/cellinit.ora
WARNING ] on cmoiceloi... No cellip.ora found at /etc./oracle/cell/network-config!
WARNING ] on cm0icelo2... Cant open /etc./oracle/cell/network-config/cellinit.ora
WARNING ] on cm0icelo2... No cellip.ora found at /etc./oracle/cell/network-config!
WARNING ] on cmOlcelo3... Cant open /etc./oracle/cell/network-config/cellinit.ora
]

WARNING on cmoilcelo3... No cellip.ora found at /etc./oracle/cell/network-config!

— e e

Verifying Subnet Masks on all nodes
[SUCCESS] «evvnnnnn Subnet Masks is same across the network

Prechecking for uniformity of rds-tools on all nodes
[SUCCESS].... rds-tools version is the same across the cluster

Checking for bad links in the fabric
[SUCCESS]..vvuunnnn No bad fabric links found

[COMPUTE NODES -> COMPUTE NODES]
(30 seconds approx.)

. Additional output omitted for brevity

6. When finished, check for errors or warnings in the output generated to your console
window.

7. Finally, you can check your interfaces on the InfiniBand switches for error, packet drops,
and overall configuration by logging in to an InfiniBand switch as root and executing the
following ip command:

Macintosh-7:~ jclarke$ ssh root@cm0isw-ib2

root@cmO1sw-ib2's password:

Last login: Tue Aug 28 15:22:08 2012 from cm01dbmoO1

[root@cmOlsw-ib2 ~]# ip -s link show

1: lo: <LOOPBACK,UP,LOWER_UP> mtu 16436 gdisc noqueue
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
RX: bytes packets errors dropped overrun mcast

829497365 572499012 0 0 0 0
TX: bytes packets errors dropped carrier collsns
829497365 572499012 0 0 0 0

2: dummyO: <BROADCAST,NOARP> mtu 1500 qdisc noop
link/ether e2:27:90:40:b0:fc brd ff:ff:ff:ff:ff:ff
RX: bytes packets errors dropped overrun mcast

0 0 0 0 0 0
TX: bytes packets errors dropped carrier collsns
0 0 0 0 0 0

3: etho: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc pfifo_fast qlen 1000
link/ether 00:e0:4b:32:67:a7 brd ff:ff:ff:ff:ff:ff
RX: bytes packets errors dropped overrun mcast

146453473 1074611 2 0 0 4
TX: bytes packets errors dropped carrier collsns
195273463 1084941 0 0 0 0

4: ibo: <BROADCAST,MULTICAST> mtu 4092 qdisc noop qlen 256
link/infiniband 00:00:00:02:00:00:00:00:00:00:00:00:00:21:28:46:97:f9:a0:a0 brd 00:ff
ffiffiff:12:40:1b:ff:Ff:00:00:00:00:00:00:ff: ff:ff: ff
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RX: bytes packets errors dropped overrun mcast

0 0 0 0 0 0
TX: bytes packets errors dropped carrier collsns
0 0 0 0 0 0

[root@cmO1sw-ib2 ~]#

How It Works

Oracle provides several utilities and commands to validate your InfiniBand network on Exadata. Table 7-4
summarizes these utilities.

Table 7-4. InfiniBand diagnostics utilities and scripts

Utility Usage Description
ibdiagnet From compute or storage server, run Validates InfiniBand link status,
# /usr/bin/ibdiagnet performance counters report, and
other information
ibqueryerrors.pl From compute or storage server, run Reports InfiniBand network
#/usr/sbin/ibqueryerrors.pl transmission errors
infinicheck From the compute or storage server, change directories Conducts a series of InfiniBand

to /opt/oracle.SupportTools/ibdiagtools andrun  network performance tests
# ./infinicheck -g [text file listing nodes]
-u root

ip From an InfiniBand switch, run Displays the InfiniBand link statuses
# ip -s link show

7-16. Connecting to Your Cisco Catalyst 4948 Switch and
Changing Switch Configuration

Problem

You wish to connect to your embedded Cisco Catalyst 4948 switch inside your Exadata rack to perform configuration
changes.

Solution

First, connect a serial cable from the Cisco switch console to a laptop using the RJ45 to DB9 serial cable included with
your Exadata package. Once you've got a serial connection, connect at 9600 baud, 8 bits, no parity, 1 stop bit, and no
handshake.

Once connected, change to enable mode using the following command:

Switch> enable
Switch#
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Enter configuration mode by entering the configure terminal command:

Switch # configure terminal
Enter configuration commands, one per line.End with CTRL/Z.
Swich(config)#

If you wish, for example, to change your Name Server IP address, enter the following:
Switch(config)# ip name-server 11.11.1.252
To save changes, enter end and save changes by typing write memory:

Switch(config)# end

*Aug 27 18:01:26.155:%SYS-5-CONFIG I:Configured from console by console
Switch # write memory

Building configuration ...

How It Works

The embedded Cisco switch inside the Exadata rack can be connected to via the Cisco RJ45 to DB9 serial cable
included with your Exadata parts shipment. The switch has a very minimal configuration at time of installation
and should typically not require modifications unless you have changed network information inside your database
machine. You can use the Cisco’s Command Line Interface to change configuration information once connected.

188

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 8

Backup and Recovery

As an Exadata Database Machine administrator (DMA), it is important to be able to back up your databases and
software and, ultimately, be able to recover failed components in the event of failure. Since the Exadata Database
Machine consists of multiple servers of different types as well as Oracle databases, a strong, tested, backup strategy is
vital to administering Exadata.

Fortunately for the Exadata DMA, Oracle does a nice job of making your backup and recovery tasks manageable.
Backup, restore, and recovery operations on your compute nodes and Oracle databases will likely be similar to
your processes on non-Exadata Oracle environments. The storage cells are pre-configured with their own backup
and validation framework. Additionally, most of the common backup and recovery tasks are outlined nicely in the
Exadata Owner’s Manual.

In this chapter, we will present assorted Oracle Exadata backup and recovery strategies, techniques, processes,
and supporting information that will enable the DMA to successfully develop a backup strategy and confidently
perform recovery operations.

8-1. Backing Up the Storage Servers
Problem

You wish to back up your Exadata Storage Servers and validate your backups.

Solution

Oracle automatically performs backups of the operating system and cell software on each Exadata Storage Server. The
contents of the system volumes are automatically backed up and require no Oracle DMA intervention or operational
processes.

Oracle assumes responsibility for backing up the critical files of the storage cells to an internal USB drive called
the CELLBOOT USB Flash Drive. You can validate the contents of your /opt/oracle.cellos/iso and CELLBOOT
USB Flash Drive as detailed below:

[root@cmolcelol iso]# 1s /opt/oracle.cellos/iso

lboot.cat image.id initrd.img lastGoodConfig trans.tbl
boot.msg imgboot.1st isolinux.bin memtest vmlinuz
cellbits initrd-2.6.18-238.12.2.0.2.el5.img isolinux.cfg splash.lss vmlinuz-2.6.18-

238.12.2.0.2.el5
[root@cmolcelol iso]#

[root@cmoicelol iso]# 1s /mnt/usb
boot.cat image.id isolinux.bin  lost+found vmlinuz-2.6.18-

194.3.1.0.2.el5
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boot.msg imgboot.1st isolinux.cfg  memtest vmlinuz-2.6.18-
238.12.2.0.2.el5

cellbits initrd-2.6.18-194.3.1.0.2.el5.img  kernel.ver splash.lss

grub initrd-2.6.18-238.12.2.0.2.el5.img lastGoodConfig trans.tbl

I am_CELLBOOT usb initrd.img log vmlinuz

[root@cmo1celol iso]#

Note Please see Recipe 8-2 to learn how to mount your CELLBOOT USB Flash Drive.

Oracle does not support the installation of any software, of any type, on the Exadata storage cells. This restriction
includes third-party backup client or agent software, so even if you wanted to bypass Oracle’s automatic storage cell
backup process, you would not be supported if you installed backup software on the storage cells.

How It Works

Each Exadata Storage Server has 12 disk drives, and on these disks Oracle places the operating system and storage cell
software mirrored partitions on the first two drives. This section of storage is called the System Area, and the Linux
partitions created in the area are commonly referred to as the system volumes.

Note Recipes 1-2, 1-4, and 3-1 discuss the cell server disk storage in detail. Please refer to these recipes to gain
a better understanding of how Oracle uses the System Area and how the disks in the storage servers are partitioned
and used.

One of the interesting design elements on the Exadata storage servers is that Oracle automatically creates
backups of the operating system and Cell Services software; as an Oracle DMA, you are not required to back up your
storage server operating system or storage cell software.

Oracle maintains copies of the latest cell boot images and Cell Server software in /opt/oracle.cellos/iso/
lastGoodConfig. Additionally, Oracle maintains two sets of system volume partitions, Active and Inactive. These
partitions are used to allow for Oracle to perform both In-Partition and Out-of-Partition patches and upgrades;
patches are typically performed to the Inactive partitions first with Out-of-Partition upgrades and, if successful, these
partitions are marked Active. With this combination of automated backups, Oracle ensures that bootable, valid copies
of your system volumes and configuration files will nearly always be available.

Note For a more comprehensive discussion about storage server patches, please see Recipe 11-2.

The bulk of the physical storage on the disks inside the storage server is used for Oracle database storage. As this
capacity is presented to the compute servers as grid disks and these grid disks comprise Oracle ASM disk group disks,
the Exadata DMA needs to use Oracle Recovery Manager (RMAN) to back up the databases that reside on Exadata.
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Note Please see Recipe 8-6 for a high-level overview of using Oracle RMAN to back up databases with Oracle
ASM storage.

You can elect to back up your storage cell image to an external USB drive for an extra level of backup redundancy.
Recipe 8-3 provides instructions to accomplish this task.

8-2. Displaying the Contents of Your CELLBOOT USB Flash Drive
Problem

You wish to validate the contents of your CELLBOOT USB Flash Drive to ensure that your storage server is being
backed up.

Solution

In this recipe, we will show you how to identify your CELLBOOT USB Flash Drive partition, mount the CELLBOOT
USB drive, and display its contents.

Note The CELLBOOT USB Flash Drive is installed on every Exadata Storage Server and is used to store a bootable
backup image of your storage cell, complete with your latest valid configurations.

1. Login to one of your storage servers as root and run fdisk -1 to find your internal USB
drive partition. At the time of this writing, the size of the internal USB drive is 4009 MB.

[root@cmoicelol ~]# fdisk -1 2>/dev/null

. output omitted
Disk /dev/sdm: 4009 MB, 4009754624 bytes
126 heads, 22 sectors/track, 2825 cylinders
Units = cylinders of 2772 * 512 = 1419264 bytes

Device Boot Start End Blocks Id System
/dev/sdm1 1 2824 3914053 83 Linux
[root@cmoicelol ~]#

2. Create or validate a directory to mount the /dev/sdm1 partition to. Typically, this would be
/mnt/usb, but for purposes of validating the contents of the CELLBOOT USB Flash Drive,
you can mount this to a directory of your choice. The output below shows we have a
/mnt/usb directory, which is currently not mounted.

[root@cmoicelol ~]# 1s /mnt

dev imaging usb wusb.image.info usb.make.cellboot usb.saved.cellos
[root@cmoicelol ~]# mount

/dev/md6 on / type ext3 (xw,usrquota,grpquota)
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proc on /proc type proc (rw)

sysfs on /sys type sysfs (1w)

devpts on /dev/pts type devpts (rw,gid=5,mode=620)
tmpfs on /dev/shm type tmpfs (rw)

/dev/md8 on /opt/oracle type ext3 (rw,nodev)

/dev/md4 on /boot type ext3 (rw,nodev)

/dev/md11 on /var/log/oracle type ext3 (rw,nodev)

none on /proc/sys/fs/binfmt_misc type binfmt_misc (rw)
[root@cmoicelol ~]#

Note Oracle uses the /mnt/usb directory to perform its automatic CELLBOOT USB Flash Drive backups.

3. Now, mount your USB drive and validate:

[root@cmoicelol ~]# mount /dev/sdmi /mnt/usb

[root@cmoicelol ~]# df -k /mnt/usb

Filesystem 1K-blocks Used Available Use% Mounted on
/dev/sdm1 3852548 1079708 2577140 30% /mnt/usb
[root@cmoicelol ~]#

4. You can check the contents of the CELLBOOT USB Flash Drive as listed below.

[root@cmoicelol ~]# 1s /mnt/usb

boot.cat image.id isolinux.bin  lost+found wvmlinuz-2.6.18-
194.3.1.0.2.el5

boot.msg imgboot.1st isolinux.cfg  memtest vmlinuz-2.6.18-
238.12.2.0.2.el5

cellbits initrd-2.6.18-194.3.1.0.2.el5.img kernel.ver splash.1ss

grub initrd-2.6.18-238.12.2.0.2.el5.img lastGoodConfig trans.tbl

I am_CELLBOOT usb initrd.img log vmlinuz

[root@cmO1celol ~]#

How It Works

Oracle automatically backs up your system volumes on the internal CELLBOOT USB Flash Drive, as discussed
in Recipe 8-1. This drive is typically built on partition /dev/sdm1, which can be mounted to /mnt/usb or a mount
directory of your choosing.

Oracle will boot to this CELLBOOT USB Flash Drive in the event of loss or corruption of the system
volume partitions.

8-3. Creating a Cell Boot Image on an External USB Drive
Problem

You wish to create an external bootable recovery image in addition to the internal CELLBOOT USB Flash Drive for
backup redundancy purposes.
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Solution

Oracle provides a utility to create a bootable rescue image for your storage cells using an external USB drive. In this
recipe, we will provide instructions to create your external USB bootable recovery image.

1.  First, locate or purchase an unformatted USB drive and put it into either of the empty USB
slots in the front of your storage server. The front panel in your Exadata storage cell has two
USB slots; make sure you only have one external device plugged in.

2. The device should appear as /dev/sdad; log in as root and run the following fdisk
command to validate this:

[root@cmoicelol ~]# fdisk -1 /dev/sdad
... output omitted
Disk /dev/sdad: 32.35 GB, 34735548006 bytes
63 heads, 32 sectors/track, 30848 cylinders
. output omitted
Disk /dev/sdac doesn't contain a valid partition table

[root@cmolcelol ~]#

3. Create a partition on your USB drive, create an EXT3 file system on your partition, and
label your volume:

[root@cmoicelol ~]# fdisk /dev/sdad
. output omitted for brevity
Command (m for help): p
Command (m for help): n
Command action
e extended
p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-30848, default 1):
Using default value 1
Last cylinder or +size or +sizeM or +sizeK (1-30848, default 30848):
Using default value 30848

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Syncing disks.
Command (m for help): q

[root@cmoicelol ~]# mkfs.ext3 /dev/sdad1
.. output omitted for brevity

[root@cmolcelol ~]# e2label /dev/sdadl CELLBOOTEXTERNAL
. output omitted for brevity
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Note The Exadata Owner’s Manual does not reference creating a partition on the external USB drive and, in fact,
it should create one for you if not already done. In our experience, however, we have needed to create a partition,
format it, and label it in order for the make_cellboot_usb command to succeed. Additionally, if the USB drive you have
inserted is larger than 4 GB, you will need to increase the setting of USB_SIZE_POTENTIAL MAX inside the
/opt/oracle.cellos/image functions file

4. Create a CELLBOOT image on the external USB drive. Once your external USB drive is
formatted and labeled, run the following command:

[root@cmOlcelol ~]# /opt/oracle.SupportTools/make_cellboot_usb \
-verbose -force

The make_cellboot_usb drive will create a boot image for your storage cell, identical to
that contained on the internal CELLBOOT USB drive.

5. When finished, unmount your USB drive, remove it from your storage cell, and keep it in a
safe place.

Note To learn about the internal CELLBOOT USB drive, please refer to Recipe 8-2.

How It Works

The /opt/oracle.SupportTools/make _cellboot usb scriptis use to create a CELLBOOT USB image on an external
USB drive. With this bootable USB image, you will be able to boot and recover your storage cell if necessary.

The make_cellboot_usb script performs similar tasks to those performed as part of the standard Exadata storage
cell process to back up your image to the internal CELLBOOT USB drive, as discussed in Recipe 8-3.

When make_cellboot_usb runs, it first will identify candidate USB devices to write the boot image to. Below is an
example of the first portion of the output from running the command:

[WARNING] More than one USB devices suitable for use as Oracle Exadata Cell start up boot device.

Candidate for the Oracle Exadata Cell start up boot device : /dev/sdad
Partition on candidate device 1 /dev/sdad1
The current product verison t11.2.2.4.2.111221
Label of the current Oracle Exadata Cell start up boot device : CELLBOOTEXTERNAL

Product version not found in /mnt/usb.make.cellboot/image.id
Unable to get image version of cellboot usb from /mnt/usb.make.cellboot/mage.id
The current CELLBOOT USB product version

[DEBUG] set_cell boot usb: cell usb : /dev/sdad

[DEBUG] set_cell boot usb: mnt sys t/

[DEBUG] set_cell boot_usb: preserve : preserve

[DEBUG] set_cell boot usb: mnt usb : /tmp/usb.make.cellboot
[DEBUG] set_cell boot_usb: lock : /tmp/usb.make.cellboot.lock
[DEBUG] set cell boot usb: serial console :

[DEBUG] set_cell boot_usb: kernel mode : kernel

[DEBUG] set cell boot usb: mnt iso save :
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Create CELLBOOT USB on device /dev/sdad
. output omitted for brevity

Next, the process will format the USB device:

The number of cylinders on this disk is set to 30848.
... output omitted for brevity
Command (m for help): Command action
e extended
p primary partition (1-4)
Partition number (1-4): First cylinder (1-30848, default 1): Last cylinder or +size or +sizeM
or +sizeK (1-3048, default 30848):
Command (m for help): The partition table has been altered!

Calling ioctl() to r-read partition table.
Syncing disks.

mke2fs 1.39 (29-May-2006)

Filesystem label=

0S type: Linux

Block sie=4096 (log=2)

Fragment size=4096(log=2)

3948544 inodes, 7896828 blocks

394841 blocks (5.00%) reserved for the super user

After the USB device is formatted and mounted, make_cell usb will begin copying your configuration to the
external USB drive. Excerpts from the output will appear similar to the following code:

Copying ./vmlinuz to /mnt/usb.make.cellboot/. ...
Copying ./lastGoodConfig/passwd.tbz to /mnt/usb.make.cellboot/./lastGoodConfig ...
Copying ./lastGoodConfig/etc/ntp/step-tickers to /mnt/usb.make.cellboot/./lastGoodConfig/etc/ntp ...
Copying ./lastGoodConfig/etc/ntp/keys to /mnt/usb.make.cellboot/./lastGoodConfig/etc/ntp ...
. output omitted for brevity
Copying ./lastGoodConfig/etc/sysconfig/network-scripts/ifcfg-ib1 to
/mnt/usb.make.cellboot/./lastGoodConfig/etc/sysconfig/network-scripts
... output omitted for brevity

8-4. Backing Up Your Compute Nodes Using Your Enterprise

Backup Software
Problem

You wish to use your current enterprise backup software to back up files on your Exadata Compute Nodes.

Solution

In this recipe, we will discuss some high-level topics concerning backing up the Oracle software on the Exadata
Compute Nodes using your organization’s current backup software.

The first task you should perform is to determine how your data will physically be copied from the compute
servers to your backup media. In other words, how the data will move from disks on the compute nodes to tape,
virtual tape, external disk, or the backup media used in your environment. Typically, companies define pools of
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storage, use backup media servers to communicate with agent software on the servers, and use backup mechanisms
to copy data over a supported transport medium to the storage pools.

On the Exadata Compute Nodes, you have the choice of using Ethernet or InfiniBand as your transport protocol,
so your backup media servers must be able to communicate with the compute nodes over Ethernet or InfiniBand
network protocols.

Once you've designed your backup strategy, install your third party or Oracle Secure Backup agent software
on your compute nodes, configure the software according to vendor documentation, and design and execute your
backups according to your organization’s policies.

Note Backup network planning and design are outside the scope of this recipe as most organizations have unique
network topologies and enterprise backup policies or designs. Additonally, third-party vendor backup agent installation
and configuration steps are outside the scope of this recipe.

How It Works

Oracle allows for the installation of third-party backup software and agents on the Exadata Compute Servers, such
as IBM Tivoli, Symantec NetBackup, EMC Networker, Oracle Secure Backup, or any backup agent certified on your
compute node operating system.

Below are some items to consider when designing your third-party backup solution for your Exadata
Compute Nodes:

e  An Exadata DMA can leverage existing corporate backup software and infrastructure to
backup software on the Exadata Compute Nodes.

e The compute nodes do not have fiber HBA cards, nor do they have physical capacity to install
them, so your backups will need to be done over either 1 GbE, 10 GbE (if you have ordered
10gbE cards for your machine), or InfiniBand.

e Some organizations use Exadata’s NET3 Additional Network as the backup network; if this is
your choice, ensure that the NET3 configuration meets your backup network configuration
requirements in terms of network bandwidth and redundancy.

e  Customers are increasingly adopting backup strategies that use the high-speed,
high-bandwidth InfiniBand network to minimize backup times and optimize the overall
backup strategy. If this is the policy you adopt, ensure your backup media servers are
capable of communicating over the InfiniBand network.

e Ifyou wish to back up multiple Exadata Database Machines using the same InfiniBand
network, you may have to take care to use distinct ranges of InfiniBand IP addresses when
configuring your switches so as to avoid IP address conflicts.

8-5. Backing Up the Compute Servers Using LVM Snapshots
Problem

You wish to use available capacity in your compute node’s local SAS disks and logical volume management features to
perform backups of your compute node software.
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Solution
In this recipe, you will learn how to do the following:
e Display available space in your current compute node volume groups
e Create an additional logical volume to store your backups
e  (Create a file system on your backup logical volume and mount the file system
e Mount the file system
e  Create LVM snapshots on your / and /u01 file systems
e  Mount your snapshot volumes
e  Backup the contents of the snapshot file systems to your backup volume
e  Unmount and remove your snapshot file systems
Begin by logging in to the compute node server that you wish to back up as root and perform the following steps:

1. Runvgdisplay to display your free storage capacity:

[root@cmo1dbmo1 ~]# vgdisplay | egrep '(VGExaDb|Alloc PE|Free PE)'

VG Name VGExaDb
Alloc PE / Size 39424 / 154.00 GB
Free PE / Size 103327 / 403.62 GB

[root@cmo1dbmo1l ~]#

Unless you have previously extended VGExaDb, you should see about 400 GB of free space
for the volume group.

Note The /uo1 file system on the Exadata Compute Nodes is created on a 100 GB logical volume. The underlying
volume group for this logical volume is used for both the /uo1 and root file system, as well as a swap partition, and
is 600 GB in size. This means that you will typically have a large amount of unallocated disk storage to use for either
extending the default volumes or creating new logical volumes.

2. Since we want to back up our root and /u01 file systems, which currently use 154 GB of
space from the VGExaDb volume group, we will create a new logical volume in this volume
group. In this example, we’re calling this backup:

[root@cmo1dbmo1 ~]# lvcreate -L 154G -n /dev/VGExaDb/backup
Logical volume "backup" created
[root@cmo1dbmo1 ~]#

3. When your backup volume group is created, format it using mkfs . ext3 using a 4 KB block
size with the following command:

[root@cmo1dbmo1l ~]# mkfs.ext3 -m 0 -b 4096 /dev/VGExaDb/backup

mke2fs 1.39 (29-May-2006)
Filesystem label=
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0S type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

20185088 inodes, 40370176 blocks

0 blocks (0.00%) reserved for the super user

First data block=0

Maximum filesystem blocks=4294967296

1232 block groups

32768 blocks per group, 32768 fragments per group

16384 inodes per group

Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872

Writing inode tables: done
Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

This filesystem will be automatically checked every 25 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
[root@cmo1dbmo1 ~]#

4. After your file system is built on your backup logical volume, create a directory to mount it
to, mount the file system, and validate its capacity:

[root@cmo1dbmo1l ~]# mkdir -p /mnt/backup
[root@cm01dbmo1 ~]# mount /dev/VGExaDb/backup /mnt/backup
[root@cmo1dbmo1l ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/VGExaDb-LVDbSys1 30G 23G 5.1G 82% /

/dev/sdal 124M 48M 70M 41% /boot
/dev/mapper/VGExaDb-LVDbOra1 99G 59G 36G 63% /u01

tmpfs 81G 0 81G 0% /dev/shm
/dev/mapper/VGExaDb-backup 152G 188M 152G 1% /mnt/backup

[root@cmo1dbmo1 ~]#
5. To prepare for your LVM snapshots, query your current logical volume names and note the
logical volumes used for your / and /u01 file systems. In the following output, these are /

dev/VGExaDb/LVDbSys1 and /dev/VGExaDb/LVDbOra1, respectively:

[root@cmo1dbmo1l ~]# lvdisplay | grep "LV Name"

LV Name /dev/VGExaDb/LVDbSys1
LV Name /dev/VGExaDb/LVDbSwap1
LV Name /dev/VGExaDb/LVDbOra1
LV Name /dev/VGExaDb/backup

[root@cmO1dbmo1 ~]#
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Now, create LVM snapshots on the /dev/VGExaDb/LVDbSys1 and /dev/VGExaDb/LVDbOra1
volumes using lvcreate and the -s option, a size of 1 GB and 5 GB, respectively, and
name the root_snap and u01_snap:

[root@cmo1dbmo1 ~]# lvcreate -L1G -s -n root_snap /dev/VGExaDb/LVDbSys1
Logical volume "root_snap" created

[root@cm01dbmol ~]# lvcreate -L5G -s -n u0l1_snap /dev/VGExaDb/LVDbOrai
Logical volume "u01_snap" created

[root@cmO1dbmo1 ~]#

You can confirm your snapshot volume devices have been created by listing the contents
in /dev/VGExaDb:

[root@cmo1dbmo1l ~]# 1s /dev/VGExaDb/*snap*
/dev/VGExaDb/root_snap /dev/VGExaDb/u01_snap
[root@cmo1dbmo1 ~]#

Mount your LVM snapshot volume. Create directories to mount first, and then use mount to
mount the snapshot volumes:

[root@cmo1dbmo1 mnt]# mkdir -p /mnt/snap/root

[root@cmo1dbmo1l mnt]# mkdir -p /mnt/snap/uoi

[root@cm01dbmol mnt]# mount /dev/VGExaDb/root snap /mnt/snap/root/
[root@cm01dbmO1 mnt]# mount /dev/VGExaDb/u01_snap /mnt/snap/u01l
[root@cmo1dbmo1l mnt]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/VGExaDb-LVDbSys1 30G 23G 5.1G 82% /

/dev/sdal 124M 48M 70M 41% /boot
/dev/mapper/VGExaDb-LVDbOra1 99G 59G 36G 63% /u01

tmpfs 81G 0 81G 0% /dev/shm
/dev/mapper/VGExaDb-backup 152G 188M 152G 1% /mnt/backup
/dev/mapper/VGExaDb-root_snap 30G 23G 5.1G 82% /mnt/snap/root
/dev/mapper/VGExaDb-u01_snap 99G 59G 36G 63% /mnt/snap/u01

[root@cmo1dbmo1 mnt]#

Notice that the available and used capacity is the same for each set of snapshot volumes
with respect to their source volumes.

Back up your file systems from the LVM snapshot.

Now, you can back up the contents of your system using the point-in-time snapshots of
your / and /u01 volumes. You can use whichever backup mechanism you want to back
these files up; in this recipe, we created a backup logical volume and /mnt/backup file
system for these purposes. In the following code, we will use tar to create our backups
from the snapshot volumes:

[root@cmo1dbmol snapl# cd /mnt/snap

[root@cm01dbmol snapl# tar -pjcvf /mnt/backup/cmoidbmoi.t.bz2 \
> * /boot --exclude /mnt/backup/cmo1dbmoi.t.bz2 \

> > /tmp/cm0o1dbmo1.stdout 2>/tmp/cm01dmol.stderr

199

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 8 © BACKUP AND RECOVERY

The preceding tar command will create a BZ2 compressed tar backup of the contents of
the snapshot directories, excluding backing up the backup file, and redirecting stdout and
stderr to log files in /tmp. If you tail your /tmp/cm01dbmo1. stdout file, it looks like the
following output:

[root@cm01dbmo1l tmp]# tail -f cmoi1dbmol.stdout
root/opt/oracle.cellos/iso/cellbits/
root/opt/oracle.cellos/iso/cellbits/exaos.tbz
root/opt/oracle.cellos/iso/cellbits/dbboot.tbz
root/opt/oracle.cellos/iso/cellbits/dbfw.tbz
root/opt/oracle.cellos/iso/cellbits/diag.iso
root/opt/oracle.cellos/iso/cellbits/kernel.tbz

11.  When your backups are complete, unmount the snapshot file systems and destroy your
snapshot volumes:

[root@cmo1dbmo1l ~]# umount /mnt/snap/root

[root@cmo1dbmo1 ~]# umount /mnt/snap/u0i

[root@cmo1dbmo1 ~]# rm -rf /mnt/snap

[root@cmo1dbmo1 ~]# lvremove /dev/VGExaDb/root_snap

Do you really want to remove active logical volume root snap? [y/n]: vy
Logical volume "root_snap" successfully removed

[root@cm01dbmo1 ~]# lvremove /dev/VGExaDb/u01_snap

Do you really want to remove active logical volume uoi_snap? [y/n]: y
Logical volume "u0l_snap" successfully removed

[root@cmo1dbmo1 ~]#

How It Works

Use of LVM snapshots is an excellent means of providing a point-in-time copy of your file systems for backup
purposes. LVM snapshots provide a nearly instantaneous snapshot of your data; from the operating system’s
perspective, the file systems on LVM snapshot logical volumes will contain the contents of the source volumes but for
the duration of the snapshot’s existence as of the time the snapshot was established.

When using lvcreate to build your snapshots, the -s and the -L options are important. The -s option is used to
define the snapshot name; you will need this to locate the device to mount. The -L option specifies the size of the
snapshot volume. To properly size your snapshot volumes, estimate the expected data volume change for the source
volume plus the snapshot volume over the intended lifetime of your snapshot. For example, if it takes an hour to
back up the contents of the /u01 file system, you should estimate how much change, in GB, will occur in the source
volume over the span of an hour and use this as your -L argument. Undersizing snapshot volumes will cause Linux
to unmount your snapshots, which could be disruptive if it occurs during an active backup. You can determine how
much space is being used in your snapshots with 1vdisplay. The following output shows that the /dev/VGExaDb/
uo1_snap is currently using 4.45% of its allocated 5 GB:

[root@cmo1dbmo1 backup]# lvdisplay /dev/VGExaDb/u01 snap | egrep '(COW-table size|Allocated)'
COW-table size 5.00 GB

Allocated to snapshot 4.45%
[root@cmo1dbmo1l backup]l#
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Note On Exadata Compute Nodes, it is not common for high rates of change on your active / and /uoz1 file systems.
Typically, trace files, audit files, and other log files are your most actively created or changed files. Knowing this, your
snapshot volumes probably do not need to be sized very large; in this recipe, we sized the root_snap volume at 1 GB and
the uo1_snap volume at 5 GB.

In the example in this recipe, as stated in the Solution section, we created an additional physical volume called
backup and mounted this to /mnt/backup. This task by itself was not directly related to LVM snapshots; we simply
created this volume to back up the contents of our active file systems to.

Note Please see Recipe 8-11 to learn how to restore your compute nodes from LVM snapshot backups.

8-6. Backing Up Your Oracle Databases with RMAN
Problem

You want to back up your Oracle databases running on Exadata.

Solution

Oracle databases on Exadata use Oracle Automatic Storage Management (ASM). Oracle Recovery Manager, or RMAN,
is the only supported means to create restorable backup copies of ASM data files and, as such, RMAN must be part of
your backup strategy on Exadata if you plan on backing up your database.

How It Works

On Oracle Exadata, if you wish to back up your Oracle databases, you must use Oracle RMAN because the
database files will reside on Oracle ASM storage. Using RMAN with Oracle backups is a lengthy topic and deserves
a complete text in and of itself. As such, this recipe only scratches the surface of Oracle RMAN'’s functionality and
usage. To learn more about Oracle RMAN, please consult the product documentation at
http://docs.oracle.com/cd/E11882_01/backup.112/e10642/toc.htm.

Optimizing your Oracle RMAN backups starts by understanding the physical capabilities of your Exadata
Compute Nodes, storage cells, and network components. When backing up internal to Exadata using your Fast
Recovery Area, Oracle has benchmarked up to 3 TB/hour for an Eighth Rack, 5 TB/hour for a Quarter Rack,

8-9 TB/hour for a Half Rack, and between 17 and 18 TB/hour for an Exadata Full Rack using full RMAN image copies.
Incremental backups, in each case, will achieve even faster results depending on your workload.

Following are a series of recommendations based on our experience in the field on a number of RMAN backup

topics for Exadata:

e Ifyou can justify the disk space requirement, perform RMAN backups to Exadata using the
Fast Recovery Area (FRA). This will provide the highest performance, lead to the highest
performing recovery times, and provide the greatest amount of flexibility in your recovery
scenarios.

¢ When backing up to the FRA, perform an RMAN Level 0 backup once per week and
incremental backups on the other six days.
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e  Backup your archived redo logs to the FRA as frequently as your recovery time objective
(RTO) dictates.

e  Connect to your target database in RMAN using a service name to distribute RMAN channels
across your Oracle RAC instances.

e  Use between two and eight channels per instance by setting your DEVICE TYPE DISK
PARALLELISM configuration.

e Implement Block Change Tracking in your database to reduce backup times and backup
storage requirements.

e Ifyou have read only tablespaces or a large amount of dormant data, configure backup
optimization by issuing CONFIGURE BACKUP OPTIMIZATION ONin RMAN.

e Ifyou are backing up external to your Exadata storage (that is, outside the FRA to an external
device), choose your network wisely. You can use your 1 GbE NET3 networks for smaller
databases, 10 GbE NET3 interfaces for larger databases, or your InfiniBand fabric to get the
highest performance over the network.

e  When using Oracle Secure Backup or third-party backup solutions, configure your backup
media servers to maximum your network bandwidth; for example, when possible, use
InfiniBand or 10 GbE on the media servers for large backups.

e When backing up to tape, allocate as many SBT channels in RMAN as tape drives. The goal is
to work in parallel.

When performing RMAN backups to tape or network-attached storage external to Exadata, the network,
media servers, or backup pools are much more likely to present the limiting factor to your database backup times.
Optimizing these types of configurations is most often a matter of allocating sufficient channels, both inside
RMAN and from a physical perspective, such as networks, tape drives, and so forth. Oracle provides a number of
solutions and products to provide an integrated, high-performing Oracle database backup solution for Exadata
including Oracle Secure Backup, the ZFS Storage Appliance, and other backup solutions capable of using 10 GbE or
InfiniBand networks.

Note Oracle has published several Maximum Availability Architecture white papers on the topic of RMAN backups
and Oracle Exadata. We recommend downloading and reading Backup and Recovery Performance and Best Practices for
Exadata Cell and Oracle Exadata Database Machine at http://www.oracle.com/technetwork/database/features
/availability/maa-tech-wp-sundbm-backup-11202-183503.pdf and Oracle Exadata Database Machine—Backup &
Recovery Sizing: Tape Backups at http://www.oracle.com/technetwork/database/availability
/maa-exadata-backup-methodology-495297.pdf.

8-7. Backing Up the InfiniBand Switches
Problem

You wish to back up your InfiniBand switch image and key configuration files.
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Solution

Backing up your InfiniBand switches is accomplished by using the Web ILOM interface to back up your InfiniBand
configuration and, additionally, periodically backing up your OpenSM configuration file.

1.

Eal A

First, log in to the InfiniBand ILOM web interface.

Click on the Maintenance tab.

Click the Backup/Restore tab.

Select Backup for the Operation and any of the desired methods for the Transfer Method.

We typically choose to back up using the Browser method, but if you have a backup
device or network file system that supports any of the protocols listed in the Transfer
Method drop-down list, this may be appropriate. Figure 8-1 displays the InfiniBand ILOM
Configuration Backup/Restore screen:

& C ff | [X htps://cm01sw-ib2.centroid.com/iPages/suntab.asp

User: root Role: aucro SP Hostname: cm01sw-ib2

Oracle® Integrated Lights Out Manager

|, |_II g Config |Uurll_, M abric M Tools

| Firmware Upgrade | Backup/Restore | Snapshot |

Configuration Backup/Restore

Perfarm system configuration backup or restore from this page. Select Backup or Restore from Operation menu. Choose a Transfer Method and fill in all required fields.
decrypting such data when restoring a configuration. Click Aun to start the operation.

Operation: | Backup | # |

Transfer Method: {14
TFTP
FTP 3d file will be saved according to your browser seftings.
SFTP
SCP
HTTP
HTTPS

Passphrase:

Confirm Passphrase:

Figure 8-1. InfiniBand configuration backup/restore

After selecting your transfer method, simply click the Run button. If you wish to secure the
transmission of the backup, enter a passphrase in the appropriate text boxes. If you select
not to enter a passphrase, the web interface will issue a warning message, as depicted

in Figure 8-2.
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e: cmi1sw-ib2

The page at https:/ /cm0lsw=
. ib2.centroid.com says:
A passphrase has not been entered. Sensitive data
will not be backed up. Continue?
ore

ar restore from this page. Select Backup or Restore
.configuration. Click Run to start the operation.

| Cancel |[ oK ] B cho

=

Figure 8-2. InfiniBand configuration backup/restore passphrase warning

6. When the backup is complete, a config_backup.xml file will be downloaded to your
browser or file transfer location. Once your configuration is downloaded, you can back it
up using the backup method or software of your choice.

In addition to backing up your InfiniBand switch configuration via the ILOM, you should also plan on periodically
backing up your OpenSM configuration file, /etc/opensm/opensm. conf. OpenSM is InfiniBand’s subnet manager
software.

Note Oracle does not provide tools or an interface to back up your OpenSM configuration file; you will need to
transfer the file externally and back it up according to your backup policies.

How It Works

The InfiniBand switches in an Exadata Database Machine are highly capable but minimally complex from an
administration standpoint. As such, the files and software running on the InfiniBand switches do not change very
often. However, as an Exadata DMA, you should still perform backups of your configuration and opensm. conf file for
the following reasons:

e Ifyou experience a hardware failure and require a replacement InfiniBand switch, restoring
from the config_backup.xml will restore your settings to an operational state.

¢ InfiniBand switch patches can update firmware and the switch configuration. On the rare
occasion that these patches introduce errors, you will need to have backups in order to restore
from a failure.

e  Patches could also introduce changes to your subnet manager configuration in
/etc/opensm/opensm. conf.
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Note In Recipe 8-13, we discuss InfiniBand recovery topics using the backup method presented in this recipe.

Since the backup methods for the InfiniBand switches are relatively straightforward and the recovery is equally
simplistic, we generally recommend implementing operational procedures to save your opensm.conf and
config_backup.xml files into a version control repository of your choice.

8-8. Recovering Storage Cells from Loss of a Single Disk
Problem

You have had a disk drive failure in your Exadata cell server and wish to recover from the failure.

Solution
In this recipe, we will discuss how to do the following:
e Identify a failed disk drive in an Exadata Storage Server
e  Use CellCLI commands to display its status
e  Determine how Oracle ASM handles a failed disk
e  Perform the process to replace the disk drive and return operations to normal.

We recommend proactively monitoring your Exadata Database Machine with Enterprise Manager, Automated
Service Requests, and/or via Oracle’s Platinum Support Services to ensure that hardware faults will be captured and
appropriate communications issued.

Assuming you are working with Oracle Support on an automatically or manually created Service Request, it is
common for Oracle to request output of the sundiag. sh script in order to properly assess the situation. Recipe 7-10
discusses the steps required to run the sundiag. sh utility. It is important that you provide Oracle with the requested
information in order to schedule an Oracle hardware engineer to replace the failed disk drive.

Note If you have configured Automated Service Requests, per Recipe 20-3, an Oracle Service Request will be
automatically created for hardware faults such as a failed disk drive. Additionally, with the latest Exadata plug-ins
installed and Enterprise Manager agents configured on your database machine components, Enterprise Manager can
also notify you when you have hardware errors.

Regardless of your Service Request status, there are a number of tasks you can perform to better understand
the scope of your failure. Start by checking the status of your failed disk drive using the CellCLI 1ist physicaldisk
command. Log in to the Exadata storage cell as root or celladmin on the server that has the failed drive, launch
cellcli, and execute the following query:

[root@cmoicelol ~]# cellcli -e list physicaldisk where diskType=HardDisk | grep -iv normal

cm0lcelol: 20:5 E10Z42 critical
[root@cmoicelol ~]#
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In the output above, we can see that disk 20: 5 has a status of critical, indicating it is in a failed state. Next,
query the LUN information using the CellCLI 1ist lun command to obtain information about the cell disk on this
physical disk:

CellCLI> list lun where physicalDrives=20:5 attributes name,cellDisk,status
0.5 CD_05_cmo1celol critical

CellCLI>
Using the output above, query your cell disk status using the following command:

CellCLI> list celldisk where name=CD_05_cmOicelo1l detail

name: CD_05_cmo1celol

comment:

creationTime: 2011-08-27T01:20:08-04:00
deviceName: /dev/sdf

devicePartition: /dev/sdf

diskType: HardDisk

errorCount: 0

freeSpace: 0

id: ae5252be-05cf-412d-a761-560670d135d2
interleaving: normal_redundancy

lun: 05

raidlevel: 0

size: 557.859375G

status: not present

CellCLI>

In the output above, we see that our storage cell is not sensing the existence of a cell disk on this LUN, which is an
indication we’ve received a physical disk error. In the How It Works section of this recipe, we will discuss additional
status values that Oracle uses to signify faults on Exadata Storage Server disks. Next, check your grid disk statuses on
this cell disk:

CellCLI> list griddisk where cellDisk=CD_05_cmOlcel0l attributes name,status

DATA_CD_05_cmo1celol not present
DBFS_DG_CD_05_cmoOicelol not present
RECO_CD_05_cm01celol not present
SDATA_CD_05_cm01celo1 not present
SRECO_CD_05_cmo1celo1 not present

CellCLI>

Next, check your ASM instance’s alert log on the compute node by logging in to the Exadata Compute Server as
the Grid Infrastructure owner, changing directories to the trace file directory under the diagnostics destination, and
searching for references to your failed disks. The alert log entries of relevance in the case above look like the following:

WARNING: Disk 35 (RECO _CD 05 CM01CELO1) in group 3 mode Ox7f is now being offlined
WARNING: Disk 35 (RECO _CD 05 CM01CELO1) in group 3 in mode Ox7f is now being taken
offline on ASM inst 1

NOTE: initiating PST update: grp = 3, dsk = 35/0xec5ff760, mode = Ox6a, op = 4
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GMON updating disk modes for group 3 at 14 for pid 30, osid 8507
NOTE: PST update grp = 3 completed successfully
NOTE: initiating PST update: grp = 3, dsk = 35/0xec5ff760, mode = Ox7e, op = 4
GMON updating disk modes for group 3 at 15 for pid 30, osid 8507
NOTE: cache closing disk 35 of grp 3: RECO_CD_05_CMO1CELO1
NOTE: PST update grp = 3 completed successfully
NOTE: process user8507 +asml (8507) initiating offline of disk 33.3965712156
(DATA _CD_05_CMO1CELO1) with mask Ox7e in group 1
NOTE: checking PST: grp = 1
GMON checking disk modes for group 1 at 16 for pid 30, osid 8507
NOTE: checking PST for grp 1 done.
WARNING: Disk 33 (DATA_CD_05_CMO1CELO1) in group 1 mode Ox7f is now being offlined
WARNING: Disk 33 (DATA_CD_05_CMO1CELO1) in group 1 in mode Ox7f is now being taken offline on
ASM inst 1
. output omitted for brevity
WARNING: Disk 33 (DATA (D 05 CM01CELO1) in group 1 will be dropped in: (12960) secs on ASM inst 1
WARNING: Disk 35 (RECO _CD 05 CM01CELO1) in group 3 will be dropped in: (12960) secs on ASM inst 1

As you can see, your Oracle ASM instance will automatically offline the failed disks from the appropriate ASM
disk group.

Now it’s time to replace your failed disk drive. If you have a spare drive in your Exadata spares kit, you can use this
as your replacement and replenish your spare via your Service Request. If you require an Oracle Support hardware
engineer to bring a new disk drive to your data center because you do not have an available spare, you must wait for
the drive to arrive.

Note We recommend using one of your spares to replace failed disks once Oracle Support confirms that the disk
drive is indeed in a failed state. It is worth mentioning, however, that some types of drive failures are transient in nature
and can be resolved simply by reseating the disk drive. You can do this by simply pressing the release button on the failed
drive, removing it, and inserting it back into its slot. In some cases, this will correct transient errors; if it does, the server
will automatically sense the correction and set the status back to normal.

When you have a replacement drive in hand, simply remove the failed disk drive by depressing the release button
and insert the replacement drive. You should be able to identify the failed drive based on a blinking amber LED on the
left side of the disk drive; if you do not see a blinking light, log in as root to the storage server and run the following
MegaCli64 command to turn the service LED on:

[root@cmOlcelol ~]# /opt/MegaRAID/MegaCli/MegaCli64 -pdlocate -physdrv \[20:5\] -a0

Adapter: 0: Device at EnclId-20 SlotId-5 -- PD Locate Start Command was successfully sent to
Firmware

Exit Code: 0x00

[root@cmoicelol ~]#

Note that you can turn off the service light by using the following command:

[root@cmOlcelol ~]# /opt/MegaRAID/MegaCli/MegaCli64 -pdlocate -stop -physdrv \[20:5\] -a0
Adapter: 0: Device at EnclId-20 SlotId-5 -- PD Locate Stop Command was successfully sent to
Firmware

Exit Code: 0x00

[root@cmoicelol ~]#
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Once the replacement disk has been seated in the proper slot, Oracle will automatically set the physical disk
status to normal and the LUN status to normal:

CellCLI> list physicaldisk where name=20:5 attributes name,status
20:5 normal

CellCLI> list lun where physicaldrives=20:5 attributes name,cellDisk,status
0.5 CD_05_cmo1icelol normal

CellCLI> list celldisk where name=CD_05_cmOicelOl attributes name,status
CD_05_cmoicelol normal

CellCLI> list griddisk where celldisk=CD_05_cmOilcelol attributes
name, asmDiskGroupName,asmDiskName, status

DATA_CD_05_cmoicelol DATA_CMo1 DATA_CD_05_CM01CELO1 active
DBFS DG CD_05_cmoOicelol DBFS_DG DBFS_DG_CD_05_CMo1CELO1 active
RECO_CD_05_cmoicelol RECO_CMo1 RECO_CD_05_CMo1CELO1 active
SDATA_CD_05_cmo1celo1 SDATA_CMo1 SDATA_CD_05_CMo1CELO1 active

CellCLI>

The Oracle ASM disks will be automatically onlined once the grid disks report an active status. After ASM
resynchronizes the disks, run the SQL*Plus script in Listing 8-1 to check your ASM disk status.

Listing 8-1. 1st08-01-asm-disk-status.sql

SQL> select a.name,b.path,b.state,b.mode_status,b.failgroup
from v$asm diskgroup a, v$asm disk b

where a.group_number=b.group_number

and b.failgroup="'CMo1CELO1"

and b.path like '%CD 05 cmoicelo1%'

order by 2,1

/

Disk Group Disk State Disk Status Failgroup
DATA _CMo1 0/192.168.10.3/DATA CD_05_cmoicelol NORMAL ONLINE CMo1CELO1
DBFS_DG 0/192.168.10.3/DBFS_DG_CD 05 cmoicelol NORMAL ONLINE CMO1CELO1
RECO_CMo1 0/192.168.10.3/RECO_CD_05_cmo01celol NORMAL ONLINE CMo1CELO1
SDATA CMO1  0/192.168.10.3/SDATA (D 05 cmolcelol  NORMAL ONLINE CMO1CELO1
SoL>

How It Works

Hard disk failures are one of the most common types of hardware outages in most compute systems, and on Exadata
this is no exception. Our experience with Exadata is that, not unlike other manufacturers, disk drive failure is often
most common in the early stages after an Exadata deployment.

When a disk drive in the Exadata Storage Server experiences an unrecoverable, non-transient hardware fault, the
physical disk and LUN is marked with a status of critical and the cell disks and underlying grid disks are marked
with a status of not present. However, a physical drive failure is not the only kind of error condition that an Exadata
Storage Server disk can have. In addition to a physical failure, Oracle also can raise Predictive Failure and Poor
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Performance disk statuses by way of its built-in monitoring. Exadata Storage Servers monitor disk drives and collect
information such as temperate, read/write errors, speed, and performance.

If a disk shows a predictive failure condition, it means that the server has experienced one or more read/write
error conditions, temperature threshold conditions, and so forth; this indicates that a disk failure could be imminent.
In this case, you should replace your disk using the same procedures outlined in the Solution of this recipe.

When a disk reports a poor performance condition, it should also be replaced using the steps provided in this
recipe. Each Exadata cell disk should exhibit the same performance characteristics and if one is performing poorly
based on performance metrics collected by the storage server, it could impact you database performance adversely.

In the case of a physical disk failure, Oracle automatically changes the physicaldisk and lun statuses change
from normal to critical. It then drops the celldisk and each griddisk on the celldisk. When the grid disk or disks
are dropped, ASM will drop its corresponding grid disks using the FORCE option as displayed from the ASM instance’s
alertlog:

SQL> /* Exadata Auto Mgmt: Proactive DROP ASM Disk */
alter diskgroup RECO_CMoO1 drop
disk RECO_CD_05_CMO1CELO1 force

NOTE: GroupBlock outside rolling migration privileged region
NOTE: requesting all-instance membership refresh for group=3
Tue Jul 05 21:48:13 2011
NOTE: Attempting voting file refresh on diskgroup DBFS_DG
GMON updating for reconfiguration, group 3 at 28 for pid 35, osid 12377
NOTE: group 3 PST updated.
NOTE: membership refresh pending for group 3/0x833f0667 (RECO_CMO1)
WARNING: Disk 35 (_DROPPED 0035 RECO (M01) in group 3 will be dropped in: (12960) secs on ASM inst 1
GMON querying group 3 at 29 for pid 19, osid 11535
SUCCESS: refreshed membership for 3/0x833f0667 (RECO_CMo1)
SUCCESS: /* Exadata Auto Mgmt: Proactive DROP ASM Disk */
alter diskgroup RECO_CMoO1 drop
disk RECO_CD 05 _CMO1CELO1 force

When a physical disk enters a predictive failure state, the physicaldisk and lun statuses change from
normal to predictive failure. After this, the celldisk and each griddisk on the celldisk are dropped. When this
happens, the ASM disks are dropped without the FORCE option.

When the failed disk is replaced, the following things occur:

e  The firmware on the new disk is updated to reflect the same firmware version as the other
disks in the cell.

e The cell diskis recreated to match the disk it replaced.
e Thereplacement celldisk is brought online and its status is set to normal.
e Eachgriddisk on the celldisk is onlined and has its status marked active.

e  The grid disks will automatically be added to Oracle ASM, resynchronized, and brought online
in its ASM disk group.

If you look in your ASM instance’s alert log after replacing a failed disk, you will see messages similar to the
following ones. These are examples of Exadata’s automatic disk management capability:

SQL> /* Exadata Auto Mgmt: ADD ASM Disk in given FAILGROUP */
alter diskgroup DATA CMO1 add

failgroup CMO1CELO1

disk '0/192.168.10.3/DATA_CD_05_cmOicelo1'
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name DATA_CD 05 _CMO1CELO1
rebalance nowait
NOTE: Assigning number (1,33) to disk (0/192.168.10.3/DATA_CD 05 cmOicelo1)
NOTE: requesting all-instance membership refresh for group=1
NOTE: initializing header on grp 1 disk DATA CD_05_CMO1CELO1
NOTE: requesting all-instance disk validation for group=1

If you manually inactivate grid disks, the ASM disks will be automatically offlined by ASM and you will have up to
the amount of time specified by the disk group attribute disk_repair time to resolve the situation without incurring
an ASM disk group rebalance operation. Each ASM disk group has a disk_repair_time attribute, which defaults to
3.6 hours. This represents how long the Exadata DMA has to replace an inactivated grid disk before the ASM disk is
dropped from the disk group. If the threshold is crossed and the disk is dropped from the ASM disk group, ASM will
need to perform a disk group rebalance operation prior to bringing the disk online. In either case, the intervention
required by the Exadata DMA is typically minimal due to Exadata’s automatic disk management modules.

Note If you experience a simultaneous loss of both disk drives in slots 0 and 1, your situation is a bit more
complicated since these disks are where your system area and system volume reside. Please see Recipe 8-9 for details
on how to recover from this scenario.

How do you protect yourself against disk drive failure? You can’t protect yourself entirely from a hard drive
crashing; after all, a disk drive is a piece of mechanics and electronics that will at some point fail. However, you
can (and should) protect against loss of data or loss of access to your data by implementing ASM normal or high
redundancy. With ASM redundancy on Exadata, you can afford to lose an entire storage server and all its disks (or any
number of disks in a storage cell) and still maintain access to your data.

Oracle does make life easier for you on Exadata by constantly monitoring your disks and reporting failure
conditions to its alert repository and, alternatively, by sending SNMP traps to monitoring software. To provide the
best level of monitoring coverage, you should configure Automated Service Requests, monitor your systems using
Enterprise Manager, or make it an operational practice to check your Exadata storage cell alerts.

8-9. Recovering Storage Cells from Loss of a System Volume
Using CELLBOOT Rescue

Problem

You have either corrupted your system volume images or suffered from simultaneous loss of the first two disk drives in
your Exadata storage cell, and you wish to use the internal CELLBOOT USB drive to recover from failure.

Solution

In this section, we will outline the steps necessary to invoke the storage cell rescue procedure to restore your system
volume. At a high level, these are the steps you should take:

e  Understand the scope of the failure
e  Contact Oracle Support and open a Service Request

e  Boot your system from the internal CELLBOOT USB image
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e Recover your storage cell using the cell rescue procedure

e  Perform post-recovery steps and validation

Note To learn more about the internal CELLBOOT USB drive, please see Recipe 8-1.

The first step to take is to understand the scope of your failure. In other words, confirm whether you have
hardware failure and if so, whether you have a multiple disk failure impacting both disks that comprise your system
area. If your outage is deemed unrecoverable using single disk drive replacement, it’s time to initiate the storage cell
rescue procedure.

Note If you have only lost a single disk containing your system volumes, use the recovery steps provided in
Recipe 8-8. We don’t advise performing a storage cell rescue from the CELLBOOT USB drive unless you need to or wish
1o test the procedure in non-production environment.

If your outage is deemed unrecoverable using single disk drive replacement, it’s time to initiate the storage cell
rescue procedure.

1. Before starting the rescue, we recommend contracting Oracle Support to open a Service
Request.

2. To start the procedure, log in to your ILOM web console and reboot your storage cell.

Note We recommend using the ILOM console as opposed to the KVM console during this process. When logged in to
the KVM console, you may experience “green-out” periods in which you lose visibility to the console. Since some of the
steps in the storage cell recovery process require you to press keys within a fixed time interval, you may lose the ability
to act promptly and this can delay your rescue process.

3. Assoon as you see the Oracle Exadata splash screen, press any key on the keyboard. You
will need to do this quickly as the screen only displays for five seconds. Figure 8-3 shows
what this splash screen looks like.

211

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 8 © BACKUP AND RECOVERY

0.6 MPU4032DAC - cm01cel01
ss any key to enter the menu
ting CELL_USB_BODOT trying CBDB_as_HD1 in @ seconds...

ORACLE

EXADATA

Figure 8-3. Storage cell splash screen

4. Inthe displayed list of boot options, scroll down to the bottom option, CELL_USB_BOOT_
CELLBOOT _usb_in_rescue_mode, and select this option, as shown in Figure 8-4.

L em0lcel01-ilo

GNU GRUB wverszion B.97 (613K lower / 2B87424K upper memory)

CELL_USB_BOOT_trying_ CHDA_as_HD1

CELL_USB_BOOT_trying_CBD1_as_HD1

CELL_USB_BOOT_trying_CHDA_as_HDZ

CELL_USB_BOOT_trying_CHD1_as_HDZ

CELL_USB_BOOT_trying CHDA_as_ HD3

CELL_USB_BOOT_trying CHD1_as HD3

CELL_USB_BOOT_trying CELLBOOT usb_as_final_resort
CELL_USB_BOOT_CELLBODT_ush_in_rescue_mode I

- A ‘F e _______d
Use the T and Pkegs to select uhia entry i1s highlighted.
Press enter to boot the selected 0S or 'p’ to enter a

EXADATA

Figure 8-4. Selecting the CELL_USB_BOOT_CELLBOOT _usb_in_rescue_mode

5. After the node has booted, select your rescue option. You will be provided two choices, as
listed in Figure 8-5.
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= e e e

Copyright (c) 1999-Z818 Intel Corporation.

Image id in memory: 1324538578

Waiting for USB devices to be ready...may take few minutes

k journald starting. Commit interval 5 =zeconds

EXT3 FS on sdml, internal jourmal

EXT3-fs: mounted filesystem with ordered data mode.

last console command line option: ttyl

Reset LUM support for the cell node

[INFD]1 rdeusmd6 is a candidate for the root filesysten

LINFO] rdevs/md5 is a candidate for the inactive root filesystemn
[INFD]1 rdeur/mdB is a candidate for the cell software partition
[INFD] rdevsmd? is a candidate for the inactive cell software partition
Installation media has wversion 11.2.2.4.2.111221

kjournald starting. Commit interval 5 seconds

EXT3 FS on mdb, intermal journal

EXT3-f=: mounted filesystem with ordered data mode.

The current installation has version 11.2.2.4.2.111221

[LINFO] Installation already exists.

Choose from following by typing letter in "(3":
(e)nter interactive diagnostics shell. Must use credentials from Oracle
support to login (reboot or power cycle to exit the shell),
(r)einstall or try to recover damaged system,
Select: r_

Figure 8-5. Select cell rescue option

There are two choices, entering a diagnostics shell or reinstalling and recovering a
damaged system. Assuming you have to recover a damaged system, enter 1 at the Select
prompt to continue. With this option, the rescue procedure will destroy and recreate all
of your partitions and then restore the system volumes using the data backed up to the
CELLBOOT USB image.

At the next prompt, shown in Figure 8-6, enter y to continue.
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(- SO IO DO LT oy

Waiting for USB devices to be ready...may take few minutes

k journald starting. Commit interval 5 seconds

EXT3 F3 on sdml, internal journal

EXT3-fs: mounted filesystem with ordered data mode.

last console command line option: ttyl

Reset LUM support for the cell node

[INFO]1 rdevs/mdb is a candidate for the root filesystenm

[INFO]1 rdevrs/md5S is a candidate for the inactive root filesysten
[INFO] rdevsmd8 is a candidate for the cell software partition
[INFO] rdevs/mnd? is a candidate for the inactive cell software partition
Installation media has wversion 11.2.2.4.2.111221

k journald starting. Commit interval 5 seconds

EXT3 F3 on md6, internal journal

EXT3-fs: mounted filesystem with ordered data mode.

The current installation has version 11.2.2.4.2.111221

[INFO]1 Installation already exists.

Choose from following by typing letter in *(3':
(e)nter interactive diagnostics shell. Must use credentials from Oracle
support to login (reboot or power cycle to exit the shell),
(r)einstall or try to recover damaged systen,
Select: r
Reinstall or try to recover damaged systen
Continue (yrsml) I[nl: y_

Figure 8-6. Choosing to reinstall or recover from a damaged system

7. Therescue process will prompt you for your root rescue password next. This is not
the server’s root password; the root rescue password is typically sosiexadata. If this
password does not work, contact Oracle Support.

8. When asked to erase all data partitions and data disks, choose to not erase your partitions,
if possible; this will allow all of your cell disks to be importable after the process completes.

Note There may be situations in which you are required to erase your partitions, but in the example in this recipe,
we will elect not to. If you do choose to erase partitions and data disks, you will need to recreate your cell disks and
underlying grid disks as part of the post-rescue process outlined below.

At this point, the first phase or the CELLBOOT rescue process begins. You will see it
partition your volumes and restore the cell server software and image information from
your CELLBOOT USB drive. The process will take a few minutes to complete and, while
waiting, you will see output like that shown in Figures 8-7 and 8-8.
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nkeZfs 1.39 (29-May-Z@86)

Filezystem label=

03 type: Linux

Block size=1824 (log=8)

Fragment size=1824 (log=8)

1888 inodes, 8832 blocks

481 blocks (4.99:2) reserved for the super user
First data block=1

1 block group

8192 blocks per group, 8192 fragments per group
1888 inodes per group

Writing inode tables: done
Writing superblocks and filesystem accounting information: done

This filesystem will be automatically checked every 38 nmounts or
188 days, whichever comes first. Use tuneZfs -c or -i to override.
tunezZfs 1.33 (Z9-May-Z8H6)

Setting maximal mount count to -1

Setting interval between checks to B seconds

EXT4-f= (sda2): mounted filesystem without jourmnal

Partitioning ~devs=db
Partitioning ~devssdb using parted. Disk label: msdos

Figure 8-7. Cell rescue partitioning

Copying smntrisovinitrd.ing to /mntrsimaging-/sys-optrsoracle.cellosriso
Verifying MD5S checksum for smntrsimaging-sys-soptroracle.cellosrsisosinitrd. ing
Copying ~mntrisorisolinux.bin to smnt-imaging~-sys-/opt-oracle.cellossiso
Verifying MDS checksum for smntrimaging~-sys-soptrsoracle.cellosrsisorsisolinux.bin

Copying ~mntrisorisolinux.cfg to smnt-imaging~-sys/opt-oracle.cellossiso
Verifying MDS checksum for ~smntrimaging~-sys-soptrsoracle.cellosrisorsisolinux.cfyg

Copying ~mnt/iso-memtest to smnt/imaging~sys-optroracle.cellos~iso

Verifying MDS checksum for smnt-imaging-sys-optsoracle.cellossiso/nentest
Copying ~mntsisorsplash.lss to smntrsimaging~-sys-optroracle.cellosrsiso

Verifying MDS checksum for ~mnt-simaging~-sys-opt-oracle.cellos~sisorssplash.lss
Copying /mnt/isostrans.tbl to /mnt-imaging-sys-opt-oracle.cellossiso ...
Verifying MDS checksum for smntrimaging-sys-ropt-oracle.cellosrsisostrans.tbl
Copying /mntsisorumlinuz to smnt/imaging~sys-optroracle.cellos-iso

Verifying MDS checksum for smnt-imaging-sys-soptsoracle.cellosrsisorsvmlinuz

[INFO1 Kernel 2.6.18-238.12.2.8.2.e15 is in use

Copying ~mntsisorlastGoodConfig-scell.conf to /mnts/imaging-sys-.cell.conf

Copying /mntrisorcellbitssexaos.tbz to /mntsimaging/sys-opts/oracle.cellossisorce
1lbits

Verifying MDS checksum for ~mnt-simaging-sys-opt-oracle.cellosrisorcellbits-exaos
thz ...

Running "tar -x -j -p -C snntrinagingssys -f smntrsimaging-/sys-optroracle.celloss
isorscellbitsrsexaos.thz"

Figure 8-8. Restoring from CELLBOOT USB drive to temporary system volumes

When the first phase of the storage cell rescue procedure is complete, log in to your rescue
shell as root and use the root rescue password, typically soslexadata. The login prompt
will show the localhost login text, as displayed in Figure 8-9.
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disk 1, wo:8, o0:1, dev:sdbl
md: mdl: resync done.
nd: resync of RAID array mdb
md: delaying resync of md5S until md6 has finished (they share one or more physic
al units)
RAID1 conf printout:

--- ud:Z rd:2

disk 8, wo:B8, o:1, dev:sdalB
disk 1, wo:8, o0:1, dev:sdbld
nd: mininum _guaranteed_  speed: 1888 KBrsecrsdisk.
md: using maximum available idle ID bandwidth (but not more than ZBBBHE KB-sec)
for resync.
nd: using 128k window, over a total of 18498384 blocks.

Login timed out after 68 seconds.
localhost login: root
Passuword:

---- ¥YOU ARE IN RESCUE MODE AFTER FIRST PHASE OF RESCUE ---- =
Imaging pre-boot phase finished with success. =
Execute reboot to continue installation. =

Figure 8-9. Rescue mode shell login

10. Atthe shell prompt, issue the reboot command to reboot your storage cell. As the system
is rebooting and before the Oracle Exadata splash screen is displayed, press the F8 key
to access the boot device selection window, as displayed in Figure 8-10. Select the RAID
controller as your boot device. This will cause the system to boot from your hard disks
instead of the CELLBOOT USB drive or any other bootable device.

Please select boot device:

USB:02.82:01 Unigen PSA4000
RAID:S1o0t0.FO: (Bus 13 Dev 00} PCI RAID Adapter
PHE:IBA GE Slot 0100 v1331

T and | to move selection
ENTER to select boot device
ESC to boot wsing defaults

Figure 8-10. Boot device selection
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As the storage cell boots, the rescue procedure will restore the remaining software from the
CELLBOOT USB drive and bring your storage cell to a semi-operational status. One thing
you will notice is that during this phase of the procedure, Oracle will run its cell validation
code in reimage_boot mode, as displayed in Figure 8-11.

tarting atd: [ OK 1

ogging started to rvar-slogrscellossvalidations. log

ommand line is ~opt-oracle.cellossvalidations/binsvldrun.pl -mode reimage_boot
-force -quiet -all

INIT: version 2.86 reloading

ype=1188 audit(1346779467.897:3): user pid=6633 uid=0 auid=4294967295 msg='op=a
ding user acct="nscd" exe="-susrrssbin-useradd” (hostname=?, addr=7, terminal=7 r
s=failed)’

Figure 8-11. Running cell validation in reimage_boot mode

When the reimage process is complete, the cell should reboot. Your storage cell may
power off during this phase of the rescue process; don’t panic, simply log in to your ILOM
console and power the cell on, as displayed in Figure 8-12.

User: root Role: aucro SP Hostname: cm01cel01-lom

Oraclee Integrated

A

{3 https:/ /em01cel01-ilom.centroid.com/iPages/frameWindow.asp?conte... |

‘ System Information

Oracle® Integrated Lights Out Manager

| Overview Compaone

System Overview R
View system summary informatig
Host Is currently off.
Product Name: SUN FIR
[ Power On ¢]
Part/Serial Number: 602-498
Host Power: Off @
System Status: MNormal
BIOS Version: {JB{JB:]
SP Hostname: cmQ1
Uptime: 11 days,
IP Address: 172.16:%8

Lomversion:  v2016. 10T

Figure 8-12. Powering on your storage cell from the ILOM web interface

As the storage cell is started, it will perform a number of processes to return the cell to
an operational state. You will notice that on its first pass, your CELLSRYV software will not
start, as shown in Figure 8-13. This is normal at this state of the rescue process.
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12.

13.

inflating: /tmprocdjpatchrs8513914retc configsinventory
inflating: ~tmp-rocdjpatchrs8513914-etc/configractions
creating: ~tmp-rocd jpatchs8513914-etc xml~
inflating: /tmprocd jpatchrs8513914/etc/xml-GenericActions.xml
inflating: ~tmp-rocd jpatchs8513914-etc/xml- ShiphomelirectoryStructure.xml
inflating: ~stmproctjpatchr8513914/README. txt
apply -jdk ~susr~ java~s jdkl1.5.8_15/ -oh ~soptroraclerscellll.2.2.4.2_LINUX.X64_1112
Zlsocd jsms -silent ~tmprocd jpatchrs85139148
a

Starting the R3, CELLSRV, and MS services...
CELL-#1518: Cannot start a new Restart Server (R3) at port number: 9983. fin inst
ance of RS might be already rumning.
Getting the state of RS services...
running
Starting CELLSRV serwvices...
The STARTUP of CELLSRV services was not successful. Error: Start Failed
Starting MS services...
The STARTUP of MS services was successful.
[ OK 1
Logging started to ~var-log-cellos-svalidations.log
Command line is ~opt-oracle.cellosrsvalidationssbinsvldrun.pl -mode first_boot -f
orce -quiet -all
Run validation beginfirstboot - PASSED
Run wvalidation ipmisettings - _

Figure 8-13. CELLSRV unsuccessful after reboot from rescued cell

After a few minutes, you will see that the storage cell will be recreated and validated in
first_boot mode. When a login screen appears, log in to your storage server using its
normal credentials.

When the storage cell rescue procedure is complete, you must perform a few tasks. One
of the first things we recommend is to validate the cell image and compare with another
healthy cell in your storage grid using the imageinfo command:

[root@cmoicelol ~]# imageinfo

Kernel version: 2.6.18-238.12.2.0.2.el5 #1 SMP Tue Jun 28 05:21:19 EDT 2011 x86 64
Cell version: 0SS _11.2.2.4.2 LINUX.X64 111221

Cell rpm version: cell-11.2.2.4.2 LINUX.X64 111221-1
Active image version: 11.2.2.4.2.111221

Active image activated: 2012-09-04 13:46:01 -0400
Active image status: success

Active system partition on device: /dev/md5

Active software partition on device: /dev/md7

In partition rollback: Impossible

Cell boot usb partition: /dev/sdmi

Cell boot usb version: 11.2.2.4.2.111221

Inactive image version: undefined

Rollback to the inactive partitions: Impossible
[root@cmoicelol ~]#
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Next, check the status of your cell disks. The following output shows that they each have a
status of importForceRequired. Your cell disks will have this status if you completed your
storage cell rescue procedure and did not choose to repartition your devices, as we have
done in this example:

[root@cmoicelol ~]# cellcli -e list celldisk

CD_00_cmo1celol importForceRequired
CD_01_cmo1celo1 importForceRequired
CD_02_cmoOicelol importForceRequired
CD_03_cmo1celol importForceRequired
. output omitted for brevity
FD_00_cmo1celo1 importForceRequired
FD_01_cmoicelol importForceRequired
FD_02_cmo1celo1l importForceRequired

. output omitted for brevity
[root@cmoicelol ~]#

When your cell disks show a status of importForceRequired after a cell rescue procedure,
import your cell disks using the CellCLI import celldisk all force command:

CellCLI> import celldisk all force

CellDisk CD_00_cmOicelol successfully imported

CellDisk CD_01 cmoicelol successfully imported

CellDisk CD_02_cmoicelol successfully imported
. output omitted for brevity

CellCLI> list celldisk

CD_00_cmo1celol normal

CD_01_cmoicelol normal

CD_02_cmo1celol normal
... output omitted for brevity

CellCLI>
The import celldisk all force command will also import and activate all of your grid disks:

CellCLI> list griddisk

DATA_CD_00_cmoO1celo1 active
DATA _CD_01_cmoOicelo1 active
DATA CD_02_cmo1celo1 active

. output omitted for brevity
CellCLI>

Next, you must online your grid disks for each ASM disk group. The output in Listing 8-2
shows your disk group status prior to onlining the disks, the commands to online your
disks, and the status after onlining. Note that in the first output, the disk path is missing
from the display; this is because it is not onlined to the disk group yet.

Listing 8-2. 1st08-02-failgroup-status.sql

SQL> select a.name,b.path,b.state,b.mode_status,b.failgroup
from v$asm diskgroup a, v$asm disk b
where a.group number=b.group number
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17.

18.

and b.failgroup="'CMO1CELO1'
order by 2,1

/

Disk Group Disk State Disk Status
DATA_CMo1 NORMAL ONLINE

DATA CMo1 NORMAL ONLINE

DATA CMo1 NORMAL ONLINE

. output omitted for brevity

46 rows selected.

Failgroup
CMo1CELO1
CMo1CELO1
CMo1CELO1

SOL> alter diskgroup data_cm01l online disks in failgroup cmoiceloi;

Diskgroup altered.

... Repeat for your remaining ASM disk groups

SOL> select a.name,b.path,b.state,b.mode_status,b.failgroup

from v$asm diskgroup a, v$asm disk b
where a.group_number=b.group_number
and b.failgroup="CMO1CELO1'
order by 2,1

/

Disk Group Disk

DATA CMO1  0/192.168.10.3/DATA (D 00 _cmO1celol

DATA_CMo1 0/192.168.10.3/DATA_CD_01_cmoO1celo1

DATA_CMo1 0/192.168.10.3/DATA_CD_02_cm0O1celo1
. output omitted for brevity

46 rows selected.

SQL>

NORMAL
NORMAL
NORMAL

Disk Status
ONLINE
ONLINE
ONLINE

When your ASM disk groups and disks are online and healthy, create your cell’s flash cache:

CellCLI> create flashcache all

Flash cache cm01celol_FLASHCACHE successfully created

CellCLI>

Next, configure your cell’s custom SNMP, SMTP, alert settings, threshold settings, and so

forth using the alter cell, alter threshold, and other similar commands as these cell
configurations will not be carried forward during a storage cell rescue procedure. Unless
you have documented these configurations, a good way to restore them to their previous
settings is to compare to another cell in your storage grid. Use the cellcli 1list cell

detail CellCLI command to compare your settings.
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19. Finally, you may want to clear your alert history on the cell. It is common to see a handful
of cell alerts after performing the storage cell rescue process:

CellCLI> list alerthistory

1 2012-09-04T13:43:31-04:00 critical "RS-7445 [Required IP
parameters missing] [Check cellinit.ora] [] [] [] [] [1 (1 (][] [1 []1"

2.1 2012-09-04T13:45:10-04:00 critical "InfiniBand Port HCA-1:2 is
showing non-zero error counts.”

2.2 2012-09-04T13:45:10-04:00 clear "InfiniBand Port HCA-1:2 status
is OK."

CellCLI> drop alerthistory all
Alert 1 successfully dropped

Alert 2_1 successfully dropped
Alert 2_2 successfully dropped

CellCLI> list alerthistory
CellCLI>

After your rescue process completes and your storage cell is recovered to its pre-failure state, you will notice that your
cell does not have its Inactive partitions defined:

[root@cmolcelol ~]# imageinfo | grep device
Active system partition on device: /dev/md5
Active software partition on device: /dev/md7
[root@cmoicelol ~]#

This is because after a storage cell rescue process, you will not restore your inactive partitions. Don’t worry
though, the next time you apply a patch, Exadata will automatically create these.

How It Works

There are a few scenarios in which you may need or want to invoke the CELLBOOT rescue procedure:
e  Corruption of the storage server’s boot partition

e  Alogical error introduced by an Exadata DMA, such as accidentally deleting cell software,
binaries, or configuration files

e  Patch or upgrade failure
e Simultaneous loss of each of the first two disk drives in your storage server

The Exadata Storage Server rescue procedure will restore your boot image, system volumes, and cell software
from the internal (or external) CELLBOOT USB drive, which is automatically created and maintained by Exadata and
outlined in Recipe 8-1. When you boot using the USB rescue option, you will be directed through a series of screens
that will facilitate a storage cell recovery and rescue. After completion, several steps are required to restore your
overall configuration to its pre-failure state.

Since Exadata mirrors the contents of your system volume data across partitions of the two disks in slots 0 and 1,
loss of your system volume should be a very rare occurrence. In our experience, it is more likely to experience a bug
that corrupts your boot volume or, even more common, a human error that introduces logical corruption.
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If you find yourself in a storage cell rescue procedure situation, we recommend engaging Oracle Support
and working with Support not only to ensure that the steps you take are supported, but to guide you through the
potentially daunting rescue procedure. The rescue procedure itself is relatively straightforward and robust, but care
must me taken to ensure that your recovery experience is positive. Following is a list of recommendations to ensure
you will be able to confidently navigate through a cell rescue using your CELLBOOT USB image:

e  Periodically mount your CELLBOOT USB drive and confirm its contents, per Recipe 8-2. If
your server is experiencing issues backing up the boot image and system volumes to your
CELLBOOT USB drive, you will likely become aware of this during reboots or patching, but it
helps to know that your CELLBOOT USB drive contains the data it should.

e  Make it a practice to create an additional cell boot image on an external USB drive, as
discussed in Recipe 8-3. The storage cell rescue procedure will clearly not work as planned if
your internal CELLBOOT USB drive is damaged.

e  When performing your cell rescue procedure, read the prompts carefully and understand
your data loss risk. The storage cell rescue procedure will not destroy the contents of the data
disks or data partitions on the system area disks unless you explicitly tell it to do so during
the rescue.

¢  Configure your ASM storage with normal or high redundancy and create your ASM disk
groups with grid disks spanning storage cell disks. In other words, follow Exadata best
practices; not doing so could lead to data loss during a system volume rescue and mandate
restore and recovery of your data from tape or external RMAN backups.

e Document your cell and grid disk configuration to reduce errors when rebuilding your
grid disks.

¢ Document any custom cell attributes, including SNMP configuration, SMTP details, alert, and
threshold information.

e  Use the ILOM console to perform your storage cell rescue procedure.

8-10. Recovering from a Failed Storage Server Patch
Problem

You have experienced a failure applying a storage server patch and wish to recover its state to an operable status.

Solution

To recover from a failed storage server patch, the Exadata DMA should simply rely on Exadata’s patching process and
validation utilities to perform the rollback and recovery. It is very rare that the Exadata DMA will need to perform
any specific steps as part of a failed patch application and, if required, it is generally best to contact Oracle Support to
guide you through the process.

Note To learn more about the Exadata storage cell patching process, please refer to Recipes 11-2 and 11-3.
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How It Works

When patching Exadata storage cells, the patch process uses the active and inactive partitions to provide rollback
and recovery in the event of a patch failure. To see your active and inactive partitions, run the following
imageinfo command:

[root@cmoicelo2 ~]# imageinfo | grep device
Active system partition on device: /dev/mdé6
Active software partition on device: /dev/md8
Inactive system partition on device: /dev/md5
Inactive software partition on device: /dev/md7
[root@cmolcelo2 ~]#

In this listing, we see that for this storage cell, our active partitions reside on /dev/md6 and /dev/md8 and the
inactive partitions on /dev/md5 and /dev/md7.

Exadata storage cell patches can be either Out-of-Partition or In-Partition patches. With Out-of-Partition patches,
the inactive partitions are activated and patched first. When complete, Oracle’s validation framework is executed at
reboot and the previously inactive partitions are switched to the active partitions. The previously active partitions are
marked inactive and synchronized with the newly activated partitions.

If during system startup or cell service startup Oracle’s validation framework detects an error or failure condition,
the patched partitions are rolled back and the system boots from the un-patched active partitions.

We will cover more details on the Exadata storage cell patching process in Recipes 11-2 and 11-3.

8-11. Recovering Compute Server Using LVM Snapshots
Problem

You wish to recover files or software on your compute nodes using backups taken with LVM snapshots.

Solution

In this recipe, we will assume you have backed up your compute nodes using LVM snapshots as presented in
Recipe 8-5 and walk you through the steps to restore components of your volumes using these LVM snapshot backups.
The steps provided in this recipe will include the following:

e Performing a few pre-recovery checks on your compute node

e  Staging your backup image to an NFS mount directory accessible from the failed compute
node on your network

e  Attaching the diagnostics ISO file to your CD-ROM drive via the ILOM

¢  Booting your failed compute node from the diagnostics ISO image

e  Performing your restore from the backup image stored on the NFS mount
e  Detaching the diagnostics ISO and rebooting the system

e Validating your restore and starting your databases
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Start by validating your image information on your server by running the imageinfo command:

[root@cmo1dbmo2 ~]# imageinfo

Kernel version: 2.6.18-238.12.2.0.2.el5 #1 SMP Tue Jun 28 05:21:19 EDT 2011 x86_64
Image version: 11.2.2.4.2.111221

Image activated: 2012-02-11 23:26:55 -0500

Image status: success

System partition on device: /dev/mapper/VGExaDb-LVDbSys1

[root@cmo1dbmo2 ~]#

Note In this example, the compute node we are restoring is currently available and not in a failed state. In real-world
scenarios in which you need to perform LVM snapshot-based recoveries, it may be likely you will not have access to the
compute node due to failure.

If you have any applications or software currently running and have access to your compute server, you should
shut them down prior to continuing with the next steps.

1. Ensure that your backup is located on an NFS share that the compute node can access.
In the case of the following example, our backup image is located on an NFS share called
172.16.1.200: /exadump/cm01dbmo2_bkp/ cm01dbmo2.t.bz2:

[root@cmo1dbmo2 ~]# 1s -1 /dump/cmoidbmo2_bkp/

total 24157948

-IW-1--1-- 1 root root 24737733538 Jan 20 1993 cm01dbm02.t.bz2
[root@cmo1dbmo2 ~]# df -h /dump

Filesystem Size Used Avail Use% Mounted on
172.16.1.200: /exadump 14T 6.8T 6.8T 50% /dump
[root@cmo1dbmo2 ~]#

2. Now, you need to attach your diagnostics image to the ILOM. Transfer
/opt/oracle.SupportTools/diagnostics.iso from any of your other
compute nodes to your workstation:

Macintosh-7:jclarke$ scp root@cmoidbmo1:/opt/oracle.SupportTools/diagnostics.iso.
root@cmo1dbmol's password:

diagnostics.iso 100%  31MB 923.5KB/s  00:34

Macintosh-7:ch14 jclarke$

3. Enable redirection in the ILOM web console by logging in to the ILOM web console of the

compute node that you wish to restore and navigating to Remote Control - Redirection, as
depicted in Figure 8-14.
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8 orade(R) Integrated Lights Out Manager [ - 4 @ - Page- Safety - Toos - -

aucro  SP Ho

Oracle® Integrated Lights Out Manager

J Redirection | KVMS | Remole Power Control Diagnostics Host Control

Launch Redirection
Manage the host remately by redirecting the system console to your local maching. Launch the Oracle® Integrated Lights Out Manager Remote Console to utilize the RKVIMS features

Launch Remaote Console

Storage Redirection

You can optionally redirect local COROM / Fleppy storage devices or COROM / Floppy image files from your workstation to the host by using the non-graphical storage redirection utility. This consists of a
background senvice process running on your local machine thal manages and maintains redirection to the hosl This senvice is Java Web Start based and can be started by clicking Launch Service’ below.

[Launch Senice |

A scriptable, command-line Java client application is used to Issue commands to the Sendce Processor for starting and stepping redirection of local storage devices and'or image fles to one or more ILOM-
enabled hosts. Click ‘Download Client below and save as StorageRedir jar locally, and get started by running java -jar SterageRedir jar - from a lacal command window prompt

[Download Chent

Figure 8-14. ILOM web console redirection

Click the Launch Remote Console button, and after your console is displayed select
Devices-CD ROM Image from the drop-down menu.

Then select the diagnostics.isoimage that you transferred to your workstation, as
shown in Figure 8-15.

% Oracle(R) Integrated Lights Out Manager Remote Console

Redirection Devices Keyboard Video

@ cm01dbm02-ilom

Failed to connect: Busy

Failed to conmect: Busy
Failed to connect: Busy

Failed to connect: Busy

Uendor: AMI Model: Virtual Floppy Rev: 1.88
Type : Direct-Access
Uendor: AMI Model: Virtual CDROM

Type: CD-ROM

ype -
scsi 8:8:8:8: Attached scsi generic sgl tyy LookIn: ||jch14 |V| E
srB: scsi-1 drive
sd 7:8:8:8: Attached scsi removable disk s Ddiugno:tics.iso
sd 7:8:8:8: Attached scsi generic sg2 type
JCF3K-8839: Module unloaded.
3DUMK-88883: Module unloaded.
JKSK-88886: Module unloaded.
1sb 1-3.2: device descriptor reads/64, erro
Uendor: AMI Model: Virtual CDROM
Type: CD-ROM
srB: scsi-1 drive
sr 9:8:8:8: Attached scsi generic =gl type

File Name: |diagnustics.iso |

Files of Type: |*iso and *I1SO |v ‘

Figure 8-15. Attaching ISO image to CD-ROM ILOM console
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Next, go to Remote Control-Host Control from the ILOM web interface, select CDROM as the
boot device, and save your changes. Please see Figure 8-16.

o Favortes | 5 @ + - g

8 Oracle(R) Integrabed Lights Out Manager R ] % mh v Pae- Sofety~ Teas- -

User: ot Role: aucro  SP Hosthame: cm01dbmo2-lom

Oracle® Integrated Lights Out Manager

| Sysomotomaton | SystamHowoag | Pows Mansgerent | Sorage | Conguatn | Usr Management | omots ot anance

oLl e T

Redirecion | KvWS | Remote Power Control | Oiagnostics Haost Control

Host Control

View and configure tha host contral information, Mext Boot Device configures what the nad boot device will be a1 the next poweron, This change |8 not permanent

Save |

Figure 8-16. Changing boot device to CDROM

After saving your changes, you are ready to reboot your system. While logged in as root to
the ILOM console, type shutdown -r -y now to reboot your compute node. As the system
is starting, you should see the splash screen in Figure 8-17. This may take a few minutes
to complete.

(&8 cmo1dbmoz.ilom

ORACLE

EXADATA

Figure 8-17. Diagnostics boot splash screen
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When your server boots from the diagnostics.iso ISO image, it will begin a recovery
process and prompt you to respond to several questions:

a. Selectr to restore your system from an NFS based backup archive and then y to
confirm your selection

b. Enter the path to your NFS backup file using the format
<IP>:/<share>/<backup file>

c. Choosey to use an LVM based scheme

d. Enter your management network interface, eth0, for the Ethernet interface
e. Enter your management network IP address

f.  Enter the subnet mask and default gateway

Figure 8-18 displays an example of responses to the recovery process questions.

| B8] cmo1dbmo2-ilom |

[FATAL] Device is not available sdev/dvd-srN or sdev/cdrom-srN. Aborting

Continue (ysm) [nl: y

Installation media has version 11.2.2.2.8.181286.2

kjournald starting. Commit interval 5 seconds

EXT3 FS on dm-8, internal journal

EXT3-fs: mounted filesystem with ordered data mode.

The current installation has versiom 11.2.2.4.2.111221

Choose from following by typing letter in ' ()":
(eInter interactive diagnostics shell. Must use credentials from Oracle

support to login (reboot or pouer cycle to exit the shell),

(r)estore system from NFS backup archive,

Select: r

Are you sure (ysnd) [nl: y

Enter path to the backup file on the NFS server in format:

<ip_address_of _the_NFS_share>:/<path>/<archive_file>

For example, 18.124.1.15:/export/nfs/sharesbackup.Z2810.684.88.tar.bz2

NFS line: 172.16.1.2088: /exadump/cn@1dbmnB2.t.bz2

The backup file could be created either from LUM or non-LUH based COMPUTE node

Versions below 11.2.1.3.8 do not support LUM based partitioning

Use LVM based scheme. (ysn) [yl: y

Ethernet interface (ethB,1,2,3): ethd

IP Address of this host: 172.16.1.11

Netmask of this host: 255.255.255.8

igh: ethB NIC Link is Up 1888 Mbps Full Duplex, Flow Control: RX-/TX

Default gateway: 172.16.1.1

Figure 8-18. Compute node recovery from LVM-based snapshots

After responding to the prompts, the recovery process will begin. It will take a bit of time
depending on your network bandwidth between the compute node and your NFS share
as well as the performance capabilities of your backup location. When complete, log in as
root with the recovery password, soslexadata.

From the ILOM console, detach your CDROM Image and change your boot device to the
default, as displayed in Figure 8-19.
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»

| @ oracke(R) Integrated Lights Out Manager ] - B [ #h - Page~ Safety+ Took~ @+
K

User: reot Role: aucro  SP Hostname: cm01dbm02-ilom

Oracle® Integrated Lights Out Manager

>

Javé:"

| System Monitori | Power | Storage ‘ Configuration User Management Remote Control Maintenance

| Redirection | KVMS | Remote Power Control ‘ Diagnostics ‘ Hast Control ‘

Host Control

View and configure the host control information. Next Boot Device configures what the next boot device will be atthe next poweron. This change is not permanent.

Next Boot Device: | Default (use BIOS settings) v
[Sawe ]

Figure 8-19. Changing boot device back to the default

11.  When complete, issue the reboot command from the ILOM console. After your compute
node starts, log in as root and validate your image by running the imagehistory
command. Note the restore from nfs backup textin the last stanza.

[root@cmo1dbmo2 ~]# imagehistory

Version :11.2.2.2.0.101206.2
Image activation date : 2011-02-21 11:16:12 -0800
Imaging mode : fresh

Imaging status 1 success

... output omitted for brevitty

Version $11.2.2.4.2.111221

Image activation date 1 2012-02-11 23:26:55 -0500
Imaging mode : patch

Imaging status : success

Version $011.2.2.4.2.111221

Image activation date : 2012-09-06 14:19:55 -0500
Imaging mode : restore from nfs backup
Imaging status 1 success

[root@cmo1dbmo2 ~]#

12.  Finally, validate and/or start your cluster resources and databases.

How It Works

Recovering your compute nodes from LVM-based snapshots is a good way to restore your system to a working state,
assuming that you have employed LVM snapshot backups using steps outlined in Recipe 8-6. This type of compute
node recovery is enabled via a special recovery process built into the bootable diagnostics.iso image, installed on
each compute node in the /opt/oracle.SupportTools directory. /opt/oracle.SupportTools/diagnostics.isois
symbolically linked to /opt/oracle.cellos/iso/cellbits/diagnostics.iso.
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Note Exadata Storage Servers also have a diagnostics.iso file in the same location, but you cannot use this ISO to
perform LVM-based snapshot recovery of compute nodes.

To perform this type of recovery on your compute nodes, you must perform the following tasks:
e  Transfer the diagnostics.iso file to alocation on your local workstation or NFS share.
e  Setthe CDROM image to this diagnostics.iso file via the ILOM.

e Change your server’s boot order to boot from CDROM. This will cause the server to boot from
avirtual CDROM drive containing the diagnostics ISO image.

¢ Respond to the recovery process prompts as outlined in the Solution of this recipe.
e  Disconnect your CDROM image and restore the boot settings of your node to the defaults.
¢  Reboot your compute node and validate the recovery.

While conducting recovery, the diagnostics process will extract the contents of your backup image, restore to the
proper locations on your server, and configure the server to look as it did at the time the LVM-snapshot-based backups
were taken.

8-12. Reimaging a Compute Node
Problem

Your compute node server has become corrupt and you wish to reimage it from the default configuration and patch or
upgrade to the latest software image applied prior to the corruption.

Solution

In this recipe, we will outline the steps required to reimage a compute node that has been become corrupt.

Note Reimaging an Exadata Compute Server is a complex process and should not be undertaken without the
guidance of Oracle Support. It is usually preferable to restore your compute nodes from backups as your first option,
assuming you have valid backups. Please refer to Recipes 8-5, 8-6, 8-12, or consult your Enterprise software recovery
manuals to restore your compute nodes using other means if you have valid backups.

1. The first step you must perform is to remove your node from the RAC cluster. Refer to the
Exadata Owner’s Manual or Oracle documentation for details.

2. Next, log a Service Request with Oracle Support to obtain a computeImageMaker file. The
computeImageMaker file is release-specific and should look like this:

[root@cmo1dbmo1l stgl# 1s -1 computeImageMaker 11.2.3.1.0 LINUX.X64 120304-1.x86 64.tar.zip
-IWXIwWXrwx 1 root root 310607872 May 31 21:51 computeImageMaker 11.2.3.1.0_LINUX.
X64_120304-1.x86_64.tar.zip

[root@cmo1dbmol stg]#
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You can also download the computeImageMaker zip file from edelivery.oracle.com, but
as your image needs to identically match your current version, we recommend obtaining
your file from Oracle Support.

After obtaining the computeImageMaker zip file from Oracle Support, stage it on one of
your surviving compute nodes and unzip the contents.

Insert a blank USB drive into the server on the functional compute node on which you
staged the zip file above. Once the USB drive is plugged in, change directories to the d1360
directory where the computeImageMaker zip file was unzipped and untarred:

[root@cmo1dbmo1l d1360]# 1s
boot doc grub initrd makeImageMedia.sh README_FOR_FACTORY.txt tmp
[root@cmo1dbmo1 d1360]#

Create your bootable image media by running the makeImageMedia.sh command:
[root@cmo1dbmo1l d1360]# ./makeImageMedia.sh -dualboot no

When complete your external USB drive will contain a bootable, factory-default image that
you can use to restore your failed server to its factory defaults. Eject the USB drive from
your healthy server and optionally delete your d1360 directory and computeImageMaker

zip file.

Insert the USB drive into the compute node that you wish to reimage. Log in to the ILOM
console and power the server off. Then power it back on and perform the following tasks:

a. Press F2 when the BIOS screen is displayed to enter into the BIOS setup.

b. Press F8 to select a one-time boot order, and select your USB flash drive as the first
boot sequence.

c. Allow the system to boot.
d. When prompted, remove the USB drive and press Enter to power the server down.

At this point, the server will be restored to its Exadata factory defaults. It will have lost

all of its configuration details, including the IP addresses for all networks, DNS server

information, NTP server information, the hostname, the subnet mask, and the default
gateway.

Next, power on the server. This will automatically launch the Exadata configuration
routine and take you into a menu to configure your network information and other details.
After entering the appropriate values, allow the server to reboot and, once it is back up,
validate your network configuration.

Now, you need to validate several configuration files that are customized as part of a
normal Exadata installation. Specifically, you will have to validate and configure the
following:

e /etc/security/limits.conf
e /etc/hosts, /etc/oracle/cell/network-config/cellinit.ora
e /etc/oracle/cell/network-config/cellip.ora

e /etc/modprobe.conf
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Edit these files and set to the appropriate values for your environment; we recommend
referencing a healthy compute node and making the necessary adjustments. When
finished, reboot your system and again validate the configuration.

The next phase of the process involves preparing the node to be added to your cluster. You
must manually perform the following tasks:

a. Replicate Linux groups and user accounts from a healthy compute node

b. Create directories under the /u01 mount point to store your Oracle 11gR2 RDBMS
software and Oracle 11gR2 Grid Infrastructure software and configure permissions

c. Setup SSH between hosts and distribute SSH keys for dc1i to function

After these tasks are complete, run imageinfo -ver to validate your image and compare
against another compute node in your machine:

[root@cmo1dbmo1l ~]# imageinfo -ver
11.2.2.4.2.111221
[root@cmo1dbmo1 ~]#

If the versions are different, you will need to patch your machine to the same version using
methods presented in Recipe 11-3.

After you have patched your node to the same image version, run cluvfy with the
following syntax to ensure your server is ready for an Oracle cluster installation. The
command will compare your current, reimaged server with a healthy server in your
cluster:

[root@cmo1dbmo1l ~]# cluvfy stage -post hwos -n cm01dbm01,cm01dbm02 -verbose

Next, verify the peer compatibility between your nodes. In the following example,
cm01dbmo1 is the reimaged server and cm01dbm0z2 is a healthy server:

[root@cmo1dbmo1 ~]# cluvfy comp peer -refnode cm01dbmo02 -n cmo1dbmol -orainv \
> oinstall -osdba dba | grep -B 3 -A 2 mismatched

After resolving issues, you can begin adding your reimaged server back into the cluster
using addNode. sh from a functional node:

[root@cmo1dbmo2 bin]# ./addNode.sh -silent "CLUSTER_NEW NODES=cm01dbmo1" \
> "CLUSTER_NEW_VIRTUAL_HOSTNAMES=cm01dbmo1-vip"

Follow a similar process to clone your database home from a healthy server to the compute server, as outlined in
the Exadata Owner’s Manual.

How It Works

At a high level, reimaging a compute node server entails booting from an external USB drive that contains a factory
boot image and using Exadata’s boot process to configure your network information and install an Exadata image
onto your compute node. After a successful compute node reinstall, several manual steps must be performed by the
Exadata DMA to bring the compute node to an operational state.

Some of the post-reimage steps are specific to Oracle Exadata, whereas others could be more accurately classified
as being related to adding a database server than to an Oracle RAC cluster. These steps are documented very well in
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the Exadata Owner’s Manual. Preparation, experience, and confidence in a few key areas should be met in order to
successfully reimage an Exadata Compute Node. Specifically:

¢  Youshould carefully read the steps in the Exadata owner’s guide prior to beginning.

¢ You should know how to remove a node from an Oracle RAC cluster.

¢ You should know what your IP addresses are for each network on your node, the hostname,
DNS information, NTP information, subnet mask, and default gateway information. After
installing the factory image on a compute node, you will be required to enter this information.
You can use a working compute, your own documentation, your configuration worksheet, or
DNS entries as a reference.

¢ You should know how to update several key configuration files, such as
/etc/security/limits.conf, /etc/hosts, and so on. Refer to a working compute node
as areference.

e  You should know how to perform common Linux administration tasks such as creating Linux
groups and users, creating directories and setting file permissions, and so forth.

¢  You should know how to apply patches to an Exadata Compute Node.
¢  You should be familiar with Oracle’s Cluster Verification Utility.

¢  Youshould be comfortable running addNode. sh to add Grid Infrastructure and RDBMS Oracle
software to a new node.

8-13. Recovering Your InfiniBand Switch Configuration
Problem

You have a corrupt InfiniBand switch image or your InfiniBand switch has failed, and you wish to restore your
InfiniBand switch and its configuration.

Solution

In this recipe, we will discuss the steps required to restore your InfiniBand switch from configuration backups and
OpenSM configuration file backups.

Note The steps in this recipe assume you have backed up your switch configuration using the steps outlined in
Recipe 8-7. If you have not performed backups of your switch configuration, please contact Oracle Support.

First, after replacing your switch or after a corruption has been detected, log in to your InfiniBand switch ILOM
interface. If you have replaced your switch, the default admin password will be set to its default password, ilom-admin.

Once logged in, navigate to the Maintenance - Backup/Restore, select Restore from the top drop-down list, and
choose an appropriate Transfer Method. In the example in Figure 8-20, we are displaying a Browser-based restore; if
this option is selected, you will need to click on the Select File-Choose button and locate your config_backup.xml file.
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[4 b] m \III\H: vl[ﬁba(kup :]-‘Q \
User: root Role: aucro  SP Hostname: em01sw-ib2
- Name 4| Date Modified
o FAVORITES
Oraclee Integrated Lights Out Manag £ bropb B config_backup.xml e
ropoox = B
= " opensm.conf May 30, 2012 12:05
= All My Files
| {3} jelarke
| Syseminornaton | System Monkorg | GOt |y

| Firmware Upgrade | Backup/Restore | Snapahn{ ﬁ Applications

@ Documents
Configuration Backup/Restore ‘ |
Periorm system configuration backup of restare fram this i " Ye

sensitive data within a backup file or for decrypting such da

ExtraDrive
|Z) G-DRIVE... &

Operation: | Restore § MEDIA
Transfer Method: [ Browser| % 7 Music
Select Flle: | Choose File | No file chosen | Cancel |

Passphrase: |

Confirm Passphrase: |
Run
Figure 8-20. Restore config_backup.xml for InfiniBand switch

After selecting your configuration file to restore, click the Run button. You will be presented a dialog box
indicating that the process may take a few minutes to complete, as shown in Figure 8-21. Click OK to resume.

User: root Role: aucro SP Hostname: ecm01sw-b2

Oracle® Integrated Lights Out Manager

The page at https://em01sw-ib2.centroid.com
. says:
Configuration restore may take a few minutes to complete.
You will need to log in again if network, HTTP, and for HTTPS
settings are changed. Continue?

frr———

| Firmware Upgrade | Backupmestore | Snapshor |

|| Prevent this page from creating additional dialogs.
| Cancel |
L Cancel | [0k ] [ e

Configuration Backup/Restore

Perform system configuration backup or restare from this page. Select Backup or Re
sensitive data within a backup file or for decrypting such data when restoring a con

Operation: | Restore &

Transfer Method: [ Browser|

SelectFile: | Choose File | config_backup.xml

Passphrase: |

Confirm Passphrase: |

Figure 8-21. Restore InfiniBand dialog window
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When finished, you can log on to your switch as root and run the following find command to determine which
configuration files have been restored:

[root@cmOlsw-ib2 conf]# find /conf -type f -mtime -1
/conf/cliconfig.xml~
/conf/smtp.conf
/conf/cliconfig.xml
/conf/user_attr
/conf/syslog.conf
/conf/alertrule.xml
/conf/cfgdb/servicetag.xml
/conf/cfgdb/servicetag.xml™
/conf/snmpd.conf
/conf/timezone
/conf/snmpd.local.conf
[root@cmO1sw-ib2 conf]#

To restore your OpenSM configuration file, transfer your backup opensm. conf file via SCP from your backup
location to /etc/opensm/opensm. conf and run the following service command to restart OpenSM:

[root@cmOlsw-ib2 init.d]# service opensmd restart

smconfigtest:ERR_trap: /etc/opensm/opensm.conf file has log_max_size out of range: 8, should not be
greater than 4

Stopping IB Subnet Manager.. [ oK ]

Starting IB Subnet Manager. [ 0K ]

[root@cmO1sw-ib2 init.d]#

How It Works

Restoring an Exadata InfiniBand switch configuration is a straightforward process, assuming you have created
backups of your switch configuration and OpenSM configuration file as provided in Recipe 8-7.

When you restore your InfiniBand switch configuration, you most likely will not be required to restart any
processes or reboot your switch, but you should make it a practice to validate your switch version prior to and after
restoring your config backup.xml file

[root@cmO1sw-ib2 ~]# version
SUN DCS 36p version: 1.3.3-2
Build time: Apr 4 2011 11:15:19
SP board info:

Manufacturing Date: 2010.08.21
Serial Number: "NCD4V1753"
Hardware Revision: 0x0005
Firmware Revision: 0x0000

BIOS version: SUNOR100

BIOS date: 06/22/2010
[root@cmO1sw-ib2 ~]#

After restoring the opensm. conf file, you will need to restart OpenSM.
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Note The steps in this recipe assume you are using InfiniBand firmware version 1.1.3-2 or later. To restore your
switch configuration from previous firmware versions, please consult your Exadata owner’s manual.

8-14. Recovering from Loss of Your Oracle Cluster Registry
and Voting Disks
Problem

You have lost your Oracle Cluster Registry on your compute nodes and need to restore your environment to enable
ClusterWare resources to start.

Solution

In this recipe, we will demonstrate how to recover from loss of your Oracle Cluster Registry, or OCR, and your Oracle
RAC voting disks.

Recovering Your OCR

There are some rare occurrences in which restoring your OCR may be necessary; the most common of which is if you
wish to restore your cluster resource definitions to previous values, but you could find yourself in a situation in which
you've lost the Exadata grid disks on which the mirrored versions of the OCR reside.

Note Oracle protects and mirrors your OCR inside an Oracle ASM disk group. While it is possible to lose a mirror of
your OCR, it is highly unlikely that events such as disk failure would leave your OCR unprotected. It is perhaps more
common for human error to lead to this event.

The first step you should perform is to log in to your compute node as root and determine the location of your
Oracle Cluster Registry by looking at /etc/oracle/ocr.loc:

[root@cmo1dbmo1l ~]# cat /etc/oracle/ocr.loc
ocrconfig loc=+DBFS_DG

local_only=FALSE

[root@cmo1dbmo1 ~]#

The above information tells you that for this Exadata installation, clusterware is expecting the OCR to be located
in an ASM disk group called DBFS_DG, which is common on recent versions of Exadata.

Note If you have physically lost the ASM disk group on which your OCR resided, CRS will fail to start. You should
disable automatic restart of Oracle High Availability Services by performing a crsctl disable crs as root, rebooting
your nodes, and then running crsctl start crs -excl on one of your nodes. This will start enough CRS services to
perform the remainder of the tasks in this recipe.

235

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 8 © BACKUP AND RECOVERY

Next, list your OCR backups:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/ocrconfig -showbackup
cm01dbmo1 2012/09/07 09:28:52 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backup00.ocr

cm01dbmo1 2012/09/07 05:28:52 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backupol.ocr
cmo1dbmo1 2012/09/07 01:28:51 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backupo2.ocr
cmo1dbmo1 2012/09/06 09:28:50 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/day.ocr
cmo1dbmo1 2012/08/31 01:28:40 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/week.ocr
cm01dbmo1 2011/05/03 16:11:19 /u01/app/11.2.0/grid/cdata/cmo1-

cluster/backup_20110503_161119.0cr
[root@cmo1dbmo1 ~]#

Asyou can see, Oracle maintains five backups of OCR file backups on local file systems by default. This is not
specific to Oracle Exadata; this is true with Oracle 11gR2 Grid Infrastructure.

At this point, since your cluster expects the OCR to reside in the DBFS_DG ASM disk group, you must have this
disk group created and mounted prior to restoring your OCR file. If you have lost or dropped your DBFS_DG ASM disk
group, you must create it first while connected as SYSASM to an ASM instance. This implies that you have a collection
of DBFS_DG grid disks created on your storage cells. If you do need to recreate your DBFS_DG ASM disk group, login to a
compute node as the Grid Infrastructure owner, connect to your ASM instance as SYSASM, and create your disk group
using a command similar to one in Listing 8-3.

Listing 8-3. 1st08-03-create-diskgroup.sql

SOL> create diskgroup DBFS_DG
normal redundancy
disk 'o/*/DBFS_DG*'

attribute 'compatible.rdbms' = '11.2.0.3.0',
'compatible.asm' = '11.2.0.3.0',
'cell.smart_scan_capable' = 'TRUE',
'au_size' = "4M';

Diskgroup created.

SOL>

Note When starting your ASM instance, if your DBFS_DG did not already exist, you may receive ORA-15032,
ORA-15017, and ORA-15063 errors. You can proceed to create the ASM disk group using the previous command.

Once your ASM disk group is created, you can restore your OCR using the following command while logged in as
root to a compute node:

[root@cm01dbmol ~]# /u01/app/11.2.0.3/grid/bin/ocrconfig -restore \
/u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backup00.ocr
[root@cmo1dbmo1 ~]#

In situations when you have also lost your voting disks, you need to restore your OCR first and then your voting

disks. Please refer to recipe 8-14 for details on how to restore your voting disks.
When complete, enable your Oracle High Availability Services for automatic restart and reboot your compute nodes.
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[root@cmo1dbmo1 ~]# dcli -g ./dbs _group -1 root /u01/app/11.2.0.3/grid/bin/crsctl enable crs
cmo1dbm01: CRS-4622: Oracle High Availability Services autostart is enabled.
cm01dbmo2: CRS-4622: Oracle High Availability Services autostart is enabled.
[root@cmo1dbmo1l ~]# shutdown -r 0
. output omitted

Once your compute nodes are back up, validate your OCR by running the following command as root or the Grid
Infrastructure software owner:

[root@cmo1dbmol ~]# /u01/app/11.2.0.3/grid/bin/ocrcheck
Status of Oracle Cluster Registry is as follows :

Version : 3
Total space (kbytes) : 262120
Used space (kbytes) : 3464
Available space (kbytes) : 258656
ID : 1833511320
Device/File Name :  +DBFS_DG

Device/File integrity check succeeded
Device/File not configured
Device/File not configured
Device/File not configured
Device/File not configured

Cluster registry integrity check succeeded

Logical corruption check succeeded

[root@cmo1dbmo1 ~]#

Finally, run crsctl stat resource to ensure that your cluster resources are started.

Restoring Your Voting Disks

First, you must start CRS on your Exadata Compute Nodes. If all three copies of your voting disks are lost, you will have
issues starting each piece of your Oracle RAC infrastructure, but you should be able to query your OCR location using
the $GI_HOME/bin/ocrcheck command as listed in the previous section.

Assuming that your OCR is healthy, use the following command to restore your voting disks while logged in as
root to a compute server:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl replace votedisk +DBFG_DG
Sucessful addition of voting disk 36c247152bc4f48bf7bc76b101623a8.

Sucessful addition of voting disk a8d245a33c6d4ff9bf76b53f9abc3cce.

Sucessful addition of voting disk 3d6011e464284f20bf1869c45d45358e

CRS-4266: Voting file(s) successfully replaced

[root@cmo1dbmo1 ~]#

After successful voting disk restore, restart CRS on each node in your cluster.

How It Works

Oracle allows you to restore your Oracle Cluster Registry using the ocrconfig -restore command. This command
accepts a backup OCR file as its argument, which you can choose by running ocrconfig -showbackup and selecting
the appropriate backup copy that resides on your compute node file system.
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When you execute the ocrconfig -restore command, Oracle will copy the backup OCR file and place it into
the location specified in /etc/oracle/ocr.loc. On Exadata, this will refer to an ASM disk group location, typically
DBFS_DG.

Without your Oracle Cluster Registry available, your Oracle RAC cluster will not be able to cleanly start any of its
resources, including listeners, networks, ASM instances, and databases. Oracle protects against loss of your OCR by
mirroring its contents using ASM redundancy in an ASM disk group built on Exadata grid disks.

With Oracle 11gR2 on Exadata, Oracle can reconstruct and restore each of three copies of your voting disks from
your Oracle Cluster Registry. By default, the crsctl replace votedisk command will create three copies of your
voting disk inside the ASM disk group specified.

It is worth mentioning that restoring your OCR and voting disks on Exadata is no different from restoring it on
non-Exadata Oracle RAC environments. Exadata’s standards are to place the OCR in the DBFS_DG ASM disk group and,
as such, this disk group must exist and be mounted in order to restore your OCR.
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Storage Administration

Understanding Exadata Storage Server architecture is one of the more important tasks for an Exadata administrator,
and an end-to-end knowledge of how storage “works” on Exadata is of critical importance. Chapters 1, 2, and 3
provided the foundation for the Exadata Storage Grid, and in this chapter, we’'ll cover some of the common
administration tasks as they relate to Exadata storage.

9-1. Building ASM Disk Groups on Exadata
Problem

You need to create one or more Oracle ASM disk groups on Exadata for Oracle database storage. In your non-Exadata
environments, you typically work with your storage administrator to identify candidate ASM disks or storage array
LUNSs, but on Exadata, you're not sure where to find available storage or how to make free storage available for ASM
disk groups.

Solution

In this recipe, we will demonstrate how to identify Exadata grid disks using CellCLI commands and create Oracle ASM
disk groups on your Exadata grid disks.

Begin by using Exadata storage server cellcli commands to list existing grid disks and their sizes and pay
special attention to the disk prefix. I'll only display the first two lines:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e list griddisk attributes name,size
cmolcelol: DATA CD 00 cmOlcelol 284G

cmolcelol: DATA (D 01 _cmOlcelol 284G

... Additional grid disk details omitted for brevity

The goal is to determine if you have available capacity on your Exadata cell disks to create new grid disks—at this
point, we may not want to actually do this depending on whether we already have ASM disk groups built on all of our
grid disks across all cells. Run another cellcli command and sort the output to show the unique grid disk sizes:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e list griddisk attributes name,size \
> | awk '{print $1, $3}'|sort -u

cm0icelol: 141G

cmolcelol: 284G

cm01celol: 29.125G

cm01celol: 36.6875G

cmolcelol: 67G

cm0icelo2: 141G
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cmo1celo2: 284G
cm01celo2: 29.125G
cmoicelo2: 36.6875G
cmoicelo2: 67G
cmoicelo3: 141G
cmo1celo3: 284G
cmo1celo3: 29.125G
cm01celo3: 36.6875G
cmoicelo3: 67G
[oracle@cmoidbmo1l ~]$

From this output, we see a repeating pattern of grid disk sizes across all cell disks and all storage servers.

Note This is often the expected configuration when grid disk management best practices are followed.

If you total the size for each grid disk, you arrive at a total size of 557.8395 GB. Now, validate the size of each cell
disk to determine whether you have capacity to add grid disks:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e list celldisk where disktype=hardDisk
attributes name,size \

> | awk '{print $3}'|sort -u

528.734375G

557.859375G

[oracle@cmo1dbmol ~]$

As expected, in this output, we have two different cell disk sizes—one of the two cell disks that reside on physical
disks where the System Area resides and ten with the larger size. Based on this and our grid disk sizes, we can see that
in this case we do not have physical capacity to add additional Exadata grid disks. To ensure that you're actually using
all the grid disks on your system, log in to one of your ASM instances and run the query in Listing 9-1.

Listing 9-1. 1st09-01-asm-disk-details.sql

SQL> col name format a12 head 'Disk Group'

SOL> col total mb format 999999999 head 'Total MB|Raw'

SOL> col free mb format 999999999 head 'Free MB|Raw'

SOL> col avail mb format 999999999 head 'Total MB|Usable'

SQL> col usable_mb format 999999999 head 'Free MB|Usable'

SQL> col cdisks format 99999 head 'Cell|Disksl

SOL> select a.name,a.total mb,a.free mb,a.type,
decode(a.type, 'NORMAL',a.total mb/2,'HIGH',a.total mb/3) avail mb,
decode(a.type, '"NORMAL',a.free_mb/2, 'HIGH',a.free_mb/3) usable mb,
count(b.path) cdisks
from v$asm_diskgroup a, v$asm disk b
where a.group_number=b.group_number
group by a.name,a.total _mb,a.free_mb,a.type,
decode(a.type, '"NORMAL',a.total mb/2,'HIGH',a.total mb/3) ,
decode(a.type, '"NORMAL',a.free_mb/2, 'HIGH',a.free mb/3)
order by 2,1

/
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Disk Total MB Free MB

Group (Raw) (Raw) Redundancy
DBFS_DG 894720 892264 NORMAL
SRECO_CMo1 1352448 957128 NORMAL
RECO_CMo1 2469888 2423820 NORMAL
SDATA_CMo1 5197824 1371036 NORMAL
DATA CMo1 10469376 2794528 NORMAL
SoL>
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Total MB Fre
(Usable) (Us
447360
676224
1234944 1
2598912
5234688 1

e MB
able)
446132
478564
211910
685518
397264

# Cell
Disks

This query shows that the SRECO_CM01, RECO_CM01, SDATA_CM01, and DATA_CMO1 are each using 36 grid disks with 12
physical disks per storage cell. This, in combination with our cellcli lists previously, confirms that our existing ASM
disk groups already consume all of the available grid disks. To confirm, you can query the individual disk paths for one
or more of your ASM disk groups. In Listing 9-2, the grid disks that make up the DATA_CM01 disk group are listed.

Listing 9-2. 1st09-02-asm-disks.sql

SOL> select a.name,b.path
from v$asm_diskgroup a, v$asm disk b
where a.group_number=b.group_number
and a.name="'DATA_CMo1'

order by 2,1

168.10.3/DATA_CD_00_cmO1celo1l
168.10.3/DATA (D _01_cmOlcelo1

168.10.5/DATA_CD_10_cmoO1celo3

/

Disk Group Disk
DATA_CMo1 0/192.
DATA_CMo1 0/192.

... lines omitted for brevity
DATA_CMo1 0/192.
DATA_CMo1 0/192.

... lines omitted for
36 rows selected.

SOL>

168.10.5/DATA_CD_11_cm01celo3
brevity

Another way to validate this grid disk to ASM disk group mapping is to query the asmDiskGroupName and
asmDiskName attributes of the griddisk object in cellcli. Following is an abbreviated output:

[root@cmo1celol ~]# cellcli -e list griddisk attributes name,asmDiskGroupName,asmDiskname

DATA_CD_00_cmo1celol
DATA _CD_01_cmoOicelo1
DATA CD_02_cmo01celo1
DATA_CD_03_cmo1celo1
DATA_CD_04_cmo1celo1l
DATA_CD_05_cmo1icelol
DATA_CD_06_cmo01celo1
DATA_CD_07_cmo1icelol
DATA CD_08 cmoicelol
DATA_CD_09_cmo1celo1
DATA_CD_10_cmo01celo1
DATA_CD_11_cmoicelol

DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1
DATA_CMo1

DATA CD_00_CMO1CELO1
DATA_CD_01_CMO1CELO1
DATA_CD_02_CMO1CELO1
DATA_CD_03_CMO1CELO1
DATA_CD_04_CMO1CELO1
DATA_CD_05_CMO1CELO1
DATA CD_06_CMO1CELO1
DATA_CD_07_CMO1CELO1
DATA_CD_08_CMO1CELO1
DATA_CD_09_CMO1CELO1
DATA_CD_10_CMO1CELO1
DATA CD_11_CMo1CELO1
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At this point in the example, we're a bit out of luck—to create new ASM disk groups, you need available,
unallocated Exadata grid disks. If you attempt to create an ASM disk group, it will fail with the message shown in
Listing 9-3.

Listing 9-3. 1st09-03-create_diskgroup.sql

SOL> create diskgroup MY _DG
normal redundancy
disk 'o/*/DATA*'

attribute 'compatible.rdbms' = '11.2.0.3',
'compatible.asm' = '11.2.0.3.0',
'cell.smart_scan_capable' = 'TRUE',
'au_size' = "4M';

create diskgroup MY_DG
*

ERROR at line 1:

ORA-15018: diskgroup cannot be created

ORA-15029: disk '0/192.168.10.5/DATA_CD_11_cmoOicelo3' is already mounted by
this instance

SoL>

Caution With Exadata, grid disks and ASM disk groups are intimately related; when planning your overall
storage design, these two entities should be planned in parallel. Not doing so may lead to situations where you exhaust
available cell disk capacity, preventing additional grid disks and ASM disk groups from being created. This could impose
a non-trivial impact if you have live databases on your Exadata Database Machine or if you have security requirements
that mandate creating additional grid disks. To understand ASM-scoped and database-scoped security steps, please see
Recipes 12-3 and 12-4.

To continue with this recipe, we're going to drop some ASM disk groups and the underlying grid disks so we can
provide a working example. Assuming we’ve already dropped a handful of ASM disk groups and have also dropped
the associated grid disks, let’s resume by creating a new collection of grid disks:

[oracle@cmo1idbmol ~]$ dcli -g ./cell group cellcli -e \

> create griddisk all harddisk prefix=SDATA, size=141G
cmolcelol: GridDisk SDATA CD_00_cmOilcelol successfully created
cmolcelol: GridDisk SDATA CD_01 cmOilcelol successfully created
... lines omitted for brevity

cmo1celo2: GridDisk SDATA_CD_00_cmoicel02 successfully created
cmolcelo2: GridDisk SDATA CD 01 cmoOicelo2 successfully created
... lines omitted for brevity

cmolcelo3: GridDisk SDATA CD_00_cmOicelo3 successfully created
cmo1celo3: GridDisk SDATA_CD_01_cmoOicelo3 successfully created
... lines omitted for brevity

[oracle@cmo1dbmo1 ~]$
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After you've created or validated grid disks, you can create an ASM disk group:
SOL> select instance_name from v$instance;

INSTANCE_NAME

+ASM1

1.  SQL> create diskgroup SDATA_CMO1

2. normal redundancy

3. disk 'o/*/SDATA*'

4. attribute ‘'compatible.rdbms' = '11.2.0.3',
5. 'compatible.asm' = '11.2.0.3.0',
6. ‘cell.smart_scan_capable = 'TRUE',
7. 'au_size' = "4M';

Diskgroup created.
SoL>
Following is an explanation of what each line means:

e Inline 1, we're simply creating the disk group with a name SDATA_CMo1.

e Inline 2, we're specifying ASM normal redundancy. With Exadata, there are two
options—normal redundancy and high redundancy. Normal redundancy, in this case, means
that Oracle will create a two-way mirror, mirroring primary extents to disks on one of the other
storage servers.

Note Please see Recipe 9-4 for additional details about ASM redundancy options and implications on Exadata.

e Line 3 specifies the ASM disk string. There are three sections, divided by a /:
e oindicates to search for disks over the Exadata storage network.

e *tells the ASM instance to build the ASM disk group across all storage cells, listed by
InfiniBand IP address in /etc/oracle/cell/network-config/cellip.ora.

e  SDATA*instructs the ASM instance to use grid disks prefixed with SDATA.

e Lines 4 through 7 specify ASM disk group attributes. If your RDBMS and Grid Infrastructure
environments are running Oracle 11.2.0.3, the compatible settings in your ASM disk group
should match your software versions. cell smart_scan_capable=TRUE is the default on
Exadata. Using an au_size of 4 MB is strongly recommended on Exadata based on the physical
characteristics of the physical SAS disks and the I/O size used with the Exadata storage cells.

The net result of the CREATE DISKGROUP command above is to create an ASM disk group using all grid disks with
prefix SDATA, spread across all storage cells listed in your cellip.ora file. Let’s take a look at the grid disk details in
Listing 9-4.
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Listing 9-4. 1st09-04-asm-disks.sql

SQL> select a.name,b.path
from v$asm diskgroup a, v$asm disk b
where a.group_number=b.group_number
and a.name="'SDATA_CMo1'
order by 2,1

/

Disk Group Disk

SDATA_CM01 0/192.168.10.3/SDATA_CD 00_cmo1celol
SDATA_CMo1 0/192.168.10.3/SDATA_(D_01_cmo1celol
... lines omitted for brevity

SDATA_CMo1 0/192.168.10.4/SDATA_CD_00_cm01celo2
SDATA_CMo1 0/192.168.10.4/SDATA_CD_01_cm01celo2
... lines omitted for brevity

SDATA_CMo1 0/192.168.10.5/SDATA_CD_00_cm0O1celo3
SDATA_CMo1 0/192.168.10.5/SDATA_(D_01_cm01celo3

... lines omitted for brevity
36 rows selected.

SoL>
From cellcli you can also determine which ASM disk group and ASM disk name is associated with your grid disks:

CellCLI> list griddisk where name like 'SDATA .*' attributes name,asmDiskGroupName,asmDiskName
SDATA _CD_00_cmOlcelo1l  SDATA CMo1 SDATA_CD_00_CMo1CELO1
SDATA CD 01 cm0iceloil  SDATA CMoi SDATA CD 01_CMO1CELO1
... Grid disks omitted for brevity
SDATA CD_11_cmoicelol  SDATA_CMo1 SDATA CD_11_CM01CELO1
CellCLI>

While this example represents a typical Exadata disk group configuration in which disk groups contain disks spread
evenly across all storage servers, this practice is not required. You could build ASM disk groups on a subset of a storage
server’s grid disks or even a subset of grid disks within your storage grid, using a script similar to that in Listing 9-5.

Listing 9-5. 1st09-05-create_diskgroup.sql

SOL> create diskgroup SDATA CMo1
normal redundancy
failgroup cmoOicelol
disk '0/192.168.10.3/SDATA (D _00_cmoOicelo1,
0/192.168.10.3/SDATA (D _01_cmO1lcelo1'
failgroup cmOice0l2

disk '0/192.168.10.4/SDATA_CD_00_cm01icelo2,
0/192.168.10.4/SDATA_CD_01_cm0Oicelo2'
attribute 'compatible.rdbms' = '11.2.0.3",
‘compatible.asm' = '11.2.0.3.0',
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'cell.smart_scan_capable' = 'TRUE',
'au_size' = '4M’;

Diskgroup created.
SOL>

In this example, we're creating a four-disk ASM disk group using two grid disks from two of our storage cells.
Note that in this case, we need to specify a failure group and the overall syntax and planning becomes a bit more
complicated as compared to cases in which wild-carded cell server IP addresses and grid disks prefixes are provided
in the CREATE DISKGROUP statement.

How It Works

The task of creating Oracle ASM disk groups entails not only using the CREATE DISKGROUP statement, but also
understanding the relationship between ASM disk groups and Exadata grid disks. To learn more about the overall
storage entity relationships on Exadata, please see Recipes 3-1 and 3-2.

In order to create ASM disk groups, you need available, unassigned Exadata grid disks.

Note Please see Recipe 9-3 to learn how to find Exadata grid disks that are not assigned to an ASM disk group.

Once you identify candidate grid disks, use the CREATE DISKGROUP command to create your ASM disk groups.
Here are some of the more important considerations to think about when creating ASM disk groups on Exadata:

e  Simplicity is best on Exadata. Using wild-carded CREATE DISKGROUP syntax not only offers the
most terse command syntax, but also ensures your ASM disk groups are spread evenly across
your Exadata Storage Server disks.

e  Oracle automatically assigns the proper failure groups, depending on your redundancy level,
when you create ASM disk groups spanning all storage cells and grid disks.

e When capacity planning, take your redundancy specification into consideration. Normal
redundancy will have the effect of reducing your usable storage to half the raw capacity, and
high redundancy will shrink it to a third of your raw disk capacity.

e  Take the time to plan grid disk prefix names and overall grid disk configuration in the context
of your desired ASM disk group design.

e  Make sure to set the appropriate compatible.asmand compatible.rdbms attributes when
creating ASM disk groups.

e  Whenever possible, use a 4 MB extent size when creating disk groups on ASM storage.

One of the nice things about ASM storage on Exadata is that the planning aspect is relatively straightforward
and automatically handles some of the more complex aspects of ASM storage planning. As an Exadata administrator,
you simply need to size your grid disks appropriately (ensuring to spread evenly across storage server), give them a
meaningful prefix, and then build ASM disk groups on a wild-carded set of Exadata grid disks.
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9-2. Properly Configuring ASM Disk Group Attributes on Exadata
Problem

You wish to properly configure your ASM disk group attributes when creating disk groups for Exadata.

Solution

There are a number of ASM disk group attributes that you can set when creating your disk groups, but the following
are the most important:

e  au_size:Set this to 4 MB.
e compatible.asm: Set this to the software version of your Grid Infrastructure home.
e compatible.rdms: Set this to the software version of your RDBMS home.

e cell.smart_scan_capable: Set this to TRUE. If this attribute is set to FALSE, Smart Scan will be
disabled to segments that reside in the disk group.

e disk _repair_time: Leave this defaulted to 3.6 hours unless you're performing maintenance
on a call and know that your outage window will be greater than 3.6 hours.

For example:
SOL> create diskgroup SDATA CMo1

normal redundancy
disk 'o/*/SDATA*'

attribute 'compatible.rdbms' = '11.2.0.3.0',
'compatible.asm' = '11.2.0.3.0',
‘cell.smart_scan_capable' = 'TRUE',
‘au_size' = "4M';

SQL> Disk group created

You can also alter an ASM disk group’s attribute using the ALTER DISKGROUP command. For example, to change
an ASM disk group’s disk_repair_time attribute, issue the following SQL statement:

SOL> alter diskgroup RECO_CMo1

set attribute 'disk repair time'='7.2h’
/

Diskgroup altered.

SOL>

Note When altering ASM disk group attributes, some attributes will not take effect retroactively. For example, if you
modify the au_size of an ASM disk group, the new allocation unit size will only impact the behavior for new extents; old
extents will continue to be stored according to their old au_size.
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How It Works

Specifying your ASM disk group attributes on Exadata is similar to non-Exadata Oracle ASM attributes, but on Exadata
there are a few attributes that bear special consideration.

The au_size attribute determines your ASM allocation unit size, which is essentially the ASM stripe size, and
governs how much data is written to one disk in an ASM disk group before continuing to the next disk. In Oracle
11gR2, Oracle defaults this AU_SIZE to 1 MB, but on Exadata, 4 MB is preferred and optimal for performance. When
Oracle allocates extents, it does so in units of this AU size. If we consider an example when 64 MB of extents are
required to be allocated for, say, an INSERT statement, it means 16 AUs will have data “copied to them” in 4 MB
increments. If the storage characteristics of the segment/tablespace are such that the extent sizes are less than 4 MB,
then (4 MB / extent size) worth of contiguous data is written to an ASM disk prior to moving to the next disk. If the
extent size of the table is larger than 4 MB, then extents will span AUs. So, let’s consider an example when the AU size
is 4 MB and a tablespace’s storage characteristics are such that the uniform extent length is 64 KB and 64 MB of data is
being inserted:

e Asdatais being inserted, the first 64 KB goes into “AU #1’, which happens to be on disk
0/192.168.10.3/DATA_CD_00_cm01celol

e  Since 64K < AU_SIZE, up to 64 extents are written to 0/192.168.10.3/DATA_CD_00_cm0O1celo1
(4MB / 64 KB = 64 extents)

e  When the 65" extent is required to be allocated, Oracle will, say, jump to 0/192.168.10.5/
DATA_CD_00_cm01celo3 and write extents 65-128

e  The next set of 64 extents will be written to, say, 0/192.168.10.4/DATA_CD_00_cm01cel02
e  This pattern continues until all 1000 64k extents are allocated

In this example, we randomly decided which physical disks to write extents to. In reality, ASM will balance
this over time and ensure an even distribution of extents among all data files. Please see Recipe 9-6 to learn how to
measure this.

Both the compatible.rdbms and compatible.asm attributes should be set to the version of the software you're
running in the RDBMS Oracle Home and Grid Infrastructure Oracle Home.

Note In cases where your Grid Infrastructure software is patched to a higher level than your RDBMS binaries, it is
possible to have a lower compatible.rdbms version. However, if you're patching your Exadata Database Machine on a
regular basis, these will very likely be set to the same version and values.

The cell.smart_scan_capable attribute should be set to TRUE if you wish to utilize Smart Scan for your ASM disk
group. There may be cases where you do not, but typically you should rely on your workload to dictate this and not
override Exadata’s most powerful feature with an ASM disk group configuration.

Oracle ASM will drop grid disks from an ASM disk group if they remain offline greater than the value specified
by the disk_repair time disk group attribute. With Exadata, this attribute specifies how long to wait before offlining
disks based on the cell disk being offline, not the actual grid disk—this behavior is slightly different on Exadata as
compared to non-Exadata ASM storage environments. When a physical disk goes offline due to disk failure, Exadata
will automatically and immediately drop grid disks from ASM disk groups based on its Pro-Active Disk Quarantine
functionality. However, if the entire cell goes offline, as is the case during cell server patching, ASM will wait for the
value specified by the disk_repair_ time attribute before dropping grid disks.
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9-3. Identifying Unassigned Grid Disks
Problem

You are preparing to create Oracle ASM disk groups and need to identify unassigned Exadata grid disks to use as your
disk group disks.

Solution

Log in to an Exadata Storage Server as root or celladmin and run the following cellcli command:

[root@cmOlcelol ~]# cellcli -e list griddisk attributes name,asmDiskGroupName,asmDiskname where
asmDiskGroupName=\"\"

SDATA_CD_00_cmo1celo1

SDATA_CD_01_cmO1celo1

... Output omitted for brevity
[root@cmoicelol ~]#

You can also use dcli to query unassigned grid disks across all of your storage cells:

[oracle@cmo1dbmo1l iorm]$ dcli -g ./cell group "cellcli -e list \

> griddisk attributes name,asmDiskGroupName,asmDiskname where asmDiskGroupName=\'\
cmO1celol: SRECO CD_00_cmOicelol

cmolcelol: SRECO_CD 01 cmOilcelol

cmolcelol: SRECO_CD_02_cmOlcelol

cmo1celo1: SRECO_CD_03_cmoicelol

... Additional grid disks omitted for brevity

How It Works

When Oracle ASM disk groups are created on Exadata grid disks, the asmDiskGroupName attribute is populated on
the grid disk object with the ASM disk group name. Grid disks that are not assigned to an ASM disk group have a
null asmDiskGroupName attribute, which you can query using cellcli by escaping two single quotes with a
backslash.

9-4. Configuring ASM Redundancy on Exadata
Problem

You wish to configure redundancy on your Oracle ASM disk groups to protect against disk drive failures in the Exadata
Storage Servers.

Solution

In this recipe, we will demonstrate two examples—one showing how to create ASM disk groups with normal
redundancy and one with high redundancy. Normal redundancy means two-way extent mirroring and high
redundancy equates to three-way extent mirroring. With Exadata, disk protection is handled exclusively with Oracle
ASM mirroring, or Oracle ASM redundancy. External redundancy on Exadata is not allowed.
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Normal Redundancy

Listing 9-6 demonstrates what it looks like to create an ASM disk group with normal redundancy.

Listing 9-6. 1st09-06-create-diskgroup.sql

SOL> create diskgroup SDATA CMo1
normal redundancy
disk 'o/*/SDATA*'

attribute 'compatible.rdbms' = '11.2.0.3",
‘compatible.asm' = '11.2.0.3.0',
‘cell.smart_scan_capable' = 'TRUE',
'au_size' = '4M';

Diskgroup created.
SoL>

If we take a look at the raw and usable capacity numbers from V$ASM_DISKGROUP, we can see that the usable
capacity is half the raw capacity of the disk group (see Listing 9-7).

Listing 9-7. 1st09-07-asm-normalredundancy.sql

SOL> col name format ai2 head 'Disk Group'
SQL> col total mb format 999999999 head 'Total MB|Raw'
SOL> col free mb format 999999999 head 'Free MB|Raw'
SOL> col avail mb format 999999999 head 'Total MB|Usable'
SQL> col usable_mb format 999999999 head 'Free MB|Usable'
SOL> col cdisks format 99999 head 'Cell|Disks'
SOL> select a.name,a.total mb,a.free mb,a.type,
decode(a.type, 'NORMAL',a.total mb/2, 'HIGH',a.total mb/3) avail mb,
decode(a.type, '"NORMAL',a.free_mb/2, 'HIGH',a.free mb/3) usable mb,
count(b.path) cdisks
from v$asm diskgroup a, v$asm disk b
where a.group_number=b.group_number
and a.name="SDATA_CMo1'
group by a.name,a.total mb,a.free_mb,a.type,
decode(a.type, '"NORMAL',a.total mb/2,'HIGH',a.total mb/3) ,
decode(a.type, '"NORMAL',a.free_mb/2, 'HIGH',a.free_mb/3)
order by 2,1

/
Disk Total MB Free MB Total MB Free MB
Group (Raw) (Raw) Redundancy (Usable) (Usable) # Cell Disks
SOATA W01 5197824 5197320 NORWAL 298912 asosee0 36
SoL>

You can see the disks that make up our newly creating disk group by running the script in Listing 9-8.
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Listing 9-8. 1st09-08-asm-disks.sql

SOL> select a.name,b.path,b.state,a.type,b.failgroup
from v$asm diskgroup a, v$asm disk b
where a.group_number=b.group_number
and a.name="'SDATA_CMo1'
order by 2,1

/
Disk Group Disk State Redundancy
SDATA (MO1  0/192.168.10.3/SDATA (D 00 cmoicelo1 NORMAL NORMAL
SDATA_CMo1 0/192.168.10.3/SDATA_(D_01_cm01celol NORMAL NORMAL

... lines omitted for brevity
36 rows selected.

SoL>

High Redundancy

Let’s now try to create an ASM disk group with high redundancy on our Quarter Rack:

SOL> create diskgroup SDATA CMo1
high redundancy
disk 'o/*/SDATA*'

attribute 'compatible.rdbms' = '11.2.0.3',
'compatible.asm' = '11.2.0.3.0',
'cell.smart_scan_capable' = 'TRUE',
'au_size' = "4M';

create diskgroup SDATA CMo1

*

ERROR at line 1:

ORA-15018: diskgroup cannot be created

ORA-15067: command or option incompatible with diskgroup redundancy

SoL>

Failgroup
CMo1CELO1
CMo1CELO1

Asyou can see, the CREATE DISKGROUP command failed. On an Exadata Quarter Rack, Oracle only supports
normal redundancy because there are only three failure groups, one for each cell. While this certainly seems like it
should be enough failure groups to support three extent mirrors, the challenges comes with Oracle’s requirement
on OCR and voting disks. With high redundancy ASM disk groups, Oracle requires five failure groups. Since Oracle
cannot guarantee that you won'’t place your OCR/voting disks on this ASM disk group, it simply prevents you from
creating it. This being said, the syntax above for creating a high redundancy ASM disk group is valid for the Half Rack

and Full Rack configurations.
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How It Works

Mirroring protects data by storing copies of data across different disks, providing access to user data in the event of a
disk failure. When you create an ASM disk group, you specify a level of redundancy—this redundancy level dictates
how many copies of data are maintained:

¢ Normal redundancy = two-way mirror
e Highredundancy = three-way mirror

e  External redundancy = no ASM mirroring; ASM uses mirroring functionality in the storage
array/subsystem, if available, to provide protection

With Exadata, Oracle protects and mirrors storage exclusively with ASM normal or high redundancy; there is no
external redundancy alternative on Exadata.

Note You can elect to configure ASM disk groups with no mirroring (that is, no redundancy), even on Exadata, but this
practice is not recommended. Disk drives are one of the hardware components that are typically most prone to failure.

The redundancy level controls how many disk failures are tolerated without ASM un-mounting the disk group or
losing data.

When ASM allocates an extent for a mirrored file, it allocates a primary copy and one or two mirror copies. Oracle
places the mirror copy on a disk that’s part of a different failure group. Failure groups are where mirror copies are
stored. If you lost disks in either the primary location or failure group(s) (but not both or all), Oracle would continue
to operate normally on the surviving copy.

ASM doesn’t mirror physical disks or LUNs like traditional RAID—it mirrors database extents. This is a very
important design aspect of ASM—with normal or high redundancy, extents are mirrored on sectors from disks on one
or more failure groups. These failure groups consist of disks different from the primary extents.

On Oracle Exadata, Oracle always places mirrored extents on grid disks located in a different storage server. This
provides the flexibility that if you lost an entire storage server, you would still have access to either the primary or
mirrored extents.

Note This also means that you can reboot a storage cell, patch it, or otherwise take disks offline in a storage cell
without impacting storage availability.

When ASM disk group redundancy is normal or high, database extents in a file for the disk group are mirrored to
a failure group. As such, failure groups are defined at the ASM disk group level. Again, normal redundancy means two
copies of an extent are created, one for the primary extent and one in a failure group. Loss of either disk, but not both,
will provide uninterrupted availability. For high redundancy, three copies (one primary and two failure group copies)
are created. In this configuration, Oracle can tolerate two failed disks across multiple failure groups.

Each disk in a disk group can belong to one and only one failure group. Failure groups should all be the same size,
or availability is impacted. With normal redundancy, at least two failure groups are required; for high redundancy,
three failure groups are required. On Exadata, Oracle ASM creates a set of failure groups for each cell.

One thing that’s interesting about Oracle ASM is that if insufficient disks are available to satisfy mirroring based
on a redundancy level, Oracle will do as much as it can to mirror and then subsequently allocate remaining mirrors
when sufficient disks are available.
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Let’s walk through how Oracle allocates an extent with normal redundancy ASM disk groups:
e  First, the primary extent is allocated on a primary disk (in the disk group).
e  Next, ASM creates the second extent/copy on a different failure group from the primary copy.

e  Each copyis on a disk in a different failure group, so loss of all disks in a failure group does not
result in data loss.

A failure group is simply a subset of disks within a disk group. Failure groups always exist, whether they're
manually created or not.

On Exadata, a failure group is created on each storage server. In the following examples, we’re using an Exadata
Quarter Rack, with three storage servers as indicated by the three InfiniBand IP addresses in the disk strings, each
with 12 physical disks:

SOL> select a.name,b.path,b.state,a.type,b.failgroup
from v$asm_diskgroup a, v$asm disk b
where a.group_number=b.group_number
and a.name like 'Z%DATA%'
order by 2,1

/
Disk Group Disk State Type Failgroup
DATA_CMo1 0/192.168.10.3/DATA (D 00_cmoicelol  NORMAL NORMAL CMO1CELO1
DATA_CMo1 0/192.168.10.3/DATA (D 01_cmoicelol  NORMAL NORMAL CMo1CELO1
DATA_CMo1 0/192.168.10.3/DATA_CD 02 _cmoicelol  NORMAL NORMAL CMO1CELO1

... lines omitted for brevity
36 rows selected.
SoL>

The ASM disk string is of the form o/<InfiniBand IP of the storage cell>/<Grid Disk name>.Asyou can
see, 36 disks comprise the DATA_CM01 ASM disk group, and each disk has its own failure group assigned. You can also
see that the redundancy type is normal, which means we’ve got two-way mirroring in place.

The failure group is assigned at the disk level. Extents are allocated and “striped” in chunks defined by the
ASM allocation unit size, or au_size, as discussed in the How It Works section of Recipe 9-2. If, for example, you are
formatting 64 MB worth of extents and a uniform extent size of 64 KB, Oracle allocates extents in the following manner:

e  The primary extents for the first 64 KB extents are written to
0/192.168.10.3/DATA_(D_00_cmO1celol

e  Since the failure group for this disk is CM01CEL01, Oracle will choose a different failure group
for the mirrored extents—in this case, it'll take a disk from either CMO1CELO2 or CMO1CELO3

e  The next set of primary extents are written to 0/192.168.10.5/DATA_CD_00_cmO1cel03

e  The mirrored extents for this next round are distributed to CM01CEL01 or CMO1CEL02 disks

e  The next primary set of 64 extents will be written to 0/192.168.10.4/DATA_CD_00_cm01cel02
e  The mirrored extents for these will distributed between CM01CELO1 and CMO1CELO3

If you expand this example and consider high redundancy ASM disk groups, then steps in the second, fourth, and
sixth bullets will write mirrored extents to disks in both the remaining failure groups.
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One fact to note, as mentioned in the solution of this recipe, is that high redundancy is not supported on an
Exadata Quarter Rack.

In summary, Oracle ASM on Exadata mirrors storage similarly to how extents are mirrored on non-Exadata
systems. The primary differences are that external redundancy is not an option and that Exadata automatically places
mirrored extents on different storage servers. Since external redundancy is not an option with Exadata, be sure to take
into consideration your desired protection level when conducting Exadata storage capacity planning.

9-5. Displaying ASM Partner Disk Relationships on Exadata
Problem

As an Exadata administrator, you wish to understand or confirm where ASM disk group mirror extents reside in order
to validate that your database storage platform is offering a suitable level of disk protection.

Solution

In an Oracle ASM instance, X$KFDPARTNER provides information on the ASM disk group partner relationship. Log in to
your Oracle ASM instance and connect as SYSASM, and then issue the query in Listing 9-9 to demonstrate this relationship.

Note In the following query, we’re restricting our output to examine the ASM partner disk relationships to the third
cell disk on each of our three storage cells and the DATA_CMo1 ASM disk group.

Listing 9-9. 1st09-09-asm-partnerdisk.sql

SQL> SELECT dg.name,
d.disk_number "Disk#",
d.path disk_path,
p.number_kfdpartner ,
pd.path partner_path
FROM x$kfdpartner p,
v$asm disk d,
v$asm_disk pd,
v$asm_diskgroup dg
WHERE p.disk=d.disk_number
and p.grp=d.group_number
and p.number kfdpartner = pd.disk number
and p.grp=pd.group_number
and d.group_number=dg.group number
and dg.name="'DATA_CMo1'
and d.path like '%DATA CD_03%'
ORDER BY 1, 2, 3;

Disk Primary Primary Partner Partner

Group Disk Path Disk Path

DATA_CMo1 3 0/192.168.10.5/DATA_CD_03_cm01celo03 29 0/192.168.10.3/DATA (D_03_cmOicelo1l
DATA_CMo1 3 15 0/192.168.10.4/DATA (D _06_cmOlcelo2
DATA_CMo1 3 19 0/192.168.10.4/DATA (D 04_cmoicelo2

253

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 9 © STORAGE ADMINISTRATION

DATA_CMo1 3 22 0/192.168.10.4/DATA_(D_08 cmOlcelo2
DATA_CMo1 3 23 0/192.168.10.4/DATA (D _03_cmOlcelo2
DATA_CMo1 3 26 0/192.168.10.3/DATA (D _04_cmOlcelol
DATA_CMo1 3 32 0/192.168.10.3/DATA_CD_11 cmoOicelo1

DATA CMo1 3 34 0/192.168.10.3/DATA_CD_08_cmo1celol
... Additional disks omitted

24 rows selected.
SQL>

This output is telling us the following:
e  Each disk has eight partner disks

e  The partner disks for each of the disks are unique and balanced across the remaining two
failure groups but not located inside the same failure group. To illustrate this, consider
primary disk number 3,0/192.168.10.5/DATA_CD_03_cm01cel03. This resides on cell server
192.168.10.5 and its partner disks are split evenly between 192.168.10.3 and 192.168.10.4

How It Works

With Oracle ASM normal redundancy or high redundancy, Oracle mirrors extents in an ASM disk group to one or
more partner disks. When mirroring extents, ASM uses a design concept called Disk Partnership. Each disk in a
normal or high redundancy disk group has one or more partners, used to mirror extents from the primary disk. If you
lose a primary disk, as well as the partner disk where extents are mirrored, you'll experience loss of access to data.
Oracle ASM tracks partner disk relationships for every disk in a disk group inside the Partnership Status Table, or
PST. Oracle reserves AU #1 on every ASM disk for the PST. So the PST specifies the list of partner disks for each disk.
Oracle Exadata environments have a minimum of 36 physical disks in a Quarter Rack and since this qualifies
as an environment with “a lot of disks,” ASM will maintain eight partner disks for each primary disk in the PST.
This means that for every primary extent allocated, Oracle will select from any one of the partner disks to write the
mirrored extents. For ASM disk groups configured with normal redundancy, Oracle will create the mirror extent on
one of the eight partner disks. With high redundancy, two mirror extents will be created on different partner disks.
It's worth stating again—ASM miirrors extents to partner disks on a different failure group. On Exadata, there is
one failure group per storage cell.

9-6. Measuring ASM Extent Balance on Exadata
Problem

To ensure that I/O requests are optimally balanced and serviced across Exadata Storage Server disks, you wish to
show the distribution of ASM extents across these Exadata disks in your Exadata environment.

Solution

In this recipe, we will provide several SQL scripts that will enable you to measure your database extent balance across
Oracle ASM grid disks. On Exadata and on all Oracle ASM environments, a well-balanced distribution of extents is
important for both performance and capacity management reasons.
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Measuring Your ASM Extent Balance

Log in to SQL*Plus to an Oracle ASM instance and connect as SYSASM. Then, run the query in Listing 9-10 to
determine your extent balance across your Exadata grid disks.

Listing 9-10. 1st09-10-asm-extentbalance.sql

SQL> select distinct name,

maxtpd, mintpd, maxfpd, minfpd,

round(100*( (maxtpd-mintpd)/maxfpd),2) vari,

round (100*( (maxfpd-minfpd)/maxfpd),2) var2

from (

select dg.name,

dg.total_mb tpdg,

dg.free_mb fpdg,

d.total mb tpd,

d.free mb fpd,
max(d.total mb) over (partition by dg.name) maxtpd,
min(d.total mb) over (partition by dg.name) mintpd,
max(d.free mb) over (partition by dg.name) maxfpd,
min(d.free mb) over (partition by dg.name) minfpd
from v$asm_diskgroup dg, v$asm_disk d
where dg.group_number=d.group number)

/

Disk Max disk Min disk Max free Min free Disk size Extent imbalance
Group size (MB) size (MB) size (MB) size (MB) variance variance
DATA_CMo1 290816 290816 78336 76924 .00 1.80
DBFS_DG 29824 29824 29800 29424 .00 1.26
RECO_CMo1 68608 68608 67436 67228 .00 .31
SDATA_CMo1 144384 144384 144376 144360 .00 .01
SoL>

This query is telling us the following:
e  We have four ASM disk groups.

¢ The maximum and minimum disk sizes are the same for all disk groups. This is telling us that
each of the grid disks in each disk group is the same size, which is an optimal configuration for
both Exadata and non-Exadata systems.

e The maximum free space and minimum free space for each ASM disk group are outlined in
columns 4 and 5. As extents are allocated in an ASM disk group, Oracle will attempt to evenly
create extents across the disks that comprise the disk group. Note the small delta between the
disk with the most and least amount of free space.

e  The disk size variance column shows the variance in grid disk sizes for each ASM disk group.
In our case, there is no variance as our underlying grid disks are the same size.

e The extent imbalance variance column represents the difference between the disk group disk
with the greatest and least amount of free space. Ideally, we would see numbers close to 0%.
This would indicate that Oracle ASM is balancing extents as it should (evenly) across disks in
an ASM disk group.
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Let’s manually rebalance our DATA_CM01 disk group and see if we can get the 1.8% number closer to zero. After
rebalancing the disk group, the script in Listing 9-11 will display the extent imbalance variance.

SOL> alter diskgroup data_cm01 rebalance power 11;
Diskgroup altered.
SoL>

Listing 9-11. 1st09-11-asm-extentbal-variance.sql

SQL> select distinct name,
round(100*( (maxfpd-minfpd)/maxfpd),2) var2
from (
select dg.name,
dg.total mb tpdg,
dg.free_mb fpdg,
d.total mb tpd,
d.free_ mb fpd,
max(d.total mb) over (partition by dg.name) maxtpd,
min(d.total mb) over (partition by dg.name) mintpd,
max(d.free mb) over (partition by dg.name) maxfpd,
min(d.free_mb) over (partition by dg.name) minfpd
from v$asm_diskgroup dg, v$asm disk d
where dg.group_number=d.group_number
and dg.name="'DATA CMo1')

/

Extent imbalance
Disk Group variance
DATA.CMOL .89
SoL>

As we can see, rebalancing the ASM disk group yielded a lower variance in free space.

Measuring Your ASM Partner Disk Balance

Now, measure the ASM partner disk balance using the script in Listing 9-12. Ideally, you would have a near perfect
balance of ASM partner disk counts and partner disk sizes to the primary disks that make up an ASM disk group.

Listing 9-12. 1st09-12-asm-partnerdisk-balance.sql

SQL> select
g.name "Diskgroup",
max(p.cnt)-min(p.cnt)
"PImbalance",
100*(max (p.pspace)-min(p.pspace))/max(p.pspace)
"SImbalance",
count(distinct p.fgrp) "FailGrpCnt",
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sum(p.inactive)/2
"Inactive"
from
v$asm_diskgroup g ,
(
select
X.grp grp,
x.disk disk,
sum(x.active) cnt,
greatest(sum(x.total mb/d.total_mb),0.0001) pspace,
d.failgroup fgrp,
count(*)-sum(x.active) inactive
from
v$asm disk d ,
(
select
y-grp 8Ip,
y.disk disk,
z.total_mb*y.active kfdpartner total mb,
y.active kfdpartner active
from
x$kfdpartner vy,
v$asm_disk z
where
y.number_kfdpartner = z.disk number and
y.gIrp = z.group_number
) x
where
d.group_number = x.grp and
d.disk_number = x.disk and
d.group_number <> 0 and
d.state = '"NORMAL' and
d.mount_status = 'CACHED'
group by
X.grp, x.disk, d.failgroup
) p
where
g.group_number = p.grp
group by g.name
/
Partner Partner Inactive
Diskgroup Count Space % Failgroup Partnership
Name Imbalance Imbalance Count Count
DATA_CMo1 0 .0 3 0
DBFS_DG 1 12.5 3 0
RECO_CMo1 0 .0 3 0
SDATA_CMo1 0 .0 3 0
SoL>
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As we can see, other than the DBFS_DG disk group, which contains our OCR and voting disks and resides on the
cell disks that do not contain System Area storage, the partner disk counts are balanced evenly.

Note To learn more about ASM partner disks, please see Recipe 9-5.

How It Works

One of the many design benefits of Oracle ASM is its inherent and automatic feature of balancing extents across disks
in an ASM disk group. With many disks in a disk group, as is the case on Exadata, you should generally be able to
measure a very even extent distribution across physical disks. A smooth extent distribution is one factor that enables
high IOPs scalability in an Exadata storage grid as multiple physical disks typically work in tandem to service I/O
requests.

On Exadata, you generally want to strive for extent balance across disks in Oracle ASM disk groups. By
periodically examining the variance between V$ASM_DISK.FREE_MB for disks within the same ASM disk group, you can
see this and take corrective rebalance actions if you see variances. Oracle ASM will automatically rebalance an ASM
disk group when disks are added to or dropped from the disk group, but organic extent allocation and de-allocation,
especially in cases when databases and their underlying tablespace segments are dropped and created, could cause
an extent imbalance. Extent imbalances within an ASM disk group can impact I/O performance.

Additionally, as an administrator, it is ideal to create grid disks that are the same size. Doing so will result in
more efficient space utilization across the disks in your Exadata storage grid, which also can have a downstream
performance impact.

9-7. Rebuilding Cell Disks
Problem

You need to rebuild your Exadata cell disks to meet a specific requirement, such as introducing grid disk interleaving.

Note You should very rarely need to rebuild cell disks. Depending on your situation, Exadata will automatically create
and rebuild your cell disks for many types of storage server and disk failure. Please see the How It Works section of this
recipe for additional details.

Recipe 9-8 discusses the concept of interleaving and interleaved grid disks.

Solution

In this recipe, we will show you how to rebuild your storage server’s cell disks. Specifically, we will demonstrate how to
do the following:

1. Prepare to recreate your ASM disk groups
2. Prepare to recreate your grid disks

3. Backup and validate your Oracle Cluster Registry (OCR) and voting disks prior to
dropping ASM disk groups

4. Create local copies of your control files and server parameter file (spfile)

258

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 9 © STORAGE ADMINISTRATION

Stop Oracle databases and ClusterWare resources on your compute nodes
Drop ASM disk groups and Exadata grid disks
Drop your Exadata cell disks

Create new cell disks and grid disks

© Lo N o 9

Start Oracle services on the compute nodes

10.  Create the DBFS_DG ASM disk group to store the OCR and voting disks
11.  Restore your OCR and voting disks

12.  Create your remaining ASM disk groups

13.  Validate the health of your cluster

Note The steps provided in this recipe are destructive in nature and will cause a clusterwide outage. While you can
perform these steps on an individual storage cell, we will elect to demonstrate rebuilding cell disks on all storage cells
because you would typically only perform these steps to change your interleaving attributes, which should be consistent
across storage cells.

Prepare to Recreate Your ASM Disk Groups

First, connect to an Oracle ASM instance via SQL*Plus as SYSASM and run the query in Listing 9-13 to display your ASM
disk group configuration and disk group attributes.

Listing 9-13. 1st09-13-asm-disk-details-prep.sql

SQL> select a.name,a.total mb,a.free_mb,a.type,
decode(a.type, 'NORMAL',a.total mb/2,'HIGH',a.total mb/3) avail mb,
decode(a.type, 'NORMAL',a.free mb/2, 'HICH',a.free mb/3) usable mb,
count(b.path) cdisks
from v$asm diskgroup a, v$asm disk b
where a.group_number=b.group_number
group by a.name,a.total mb,a.free_mb,a.type,
decode(a.type, 'NORMAL',a.total mb/2, 'HICH',a.total mb/3) ,
decode(a.type, 'NORMAL',a.free mb/2, 'HIGH',a.free_mb/3)
order by 2,1

/

Total MB Free MB Total MB Free MB Cell
Disk Group Raw Raw Redund. Usable Usable Disks
DBFS_DG 894720 686876  NORMAL 447360 343438 30
SRECO_CMo1 1352448 1351932 NORMAL 676224 675966 36
RECO_CMo1 2469888 2257496  NORMAL 1234944 1128748 36
SDATA_CMo1 5197824 5111392  NORMAL 2598912 2555696 36
DATA_CMo1 10469376 2785132 NORMAL 5234688 1392566 36

5 rows selected.
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Next, execute the following query to show how many grid disks are used per storage cell per ASM disk group:

SQL> select a.name,b.failgroup,count(*) cnt
from v$asm_diskgroup a, v$asm_disk b
where a.group_number=b.group_number
group by a.name,b.failgroup

/
Disk Group Cell Disks per Cell
DBFS_DG CMo1CELO1 10
DBFS_DG CMo1CELO2 10
DBFS_DG CMo1CELO3 10
DATA_CMo1 CMo1CELO1 12
DATA_CMo1 CMo1CELO2 12
DATA_CMo1 CMo1CELO3 12
RECO_CMo1 CMo1CELO1 12
RECO_CMo1 CMo1CELO2 12
RECO_CMo1 CMo1CELO3 12
SDATA_CMo1 CMo1CELO1 12
SDATA_CMo1 CMo1CELO2 12
SDATA_CMo1 CMo1CELO3 12
SRECO_CMo1 CMo1CELO1 12
SRECO_CMo1 CMo1CELO2 12
SRECO_CMo1 CMo1CELO3 12

15 rows selected.
Finally, list your ASM disk group attributes. These will be required to recreate our ASM disk groups:

SQL> select a.group_number,b.name dgname,a.name,a.value
from v$asm attribute a,
v$asm_diskgroup b
where a.name in ('au_size','disk repair time',
"compatible.rdbms','compatible.asm')
and a.group_number=b.group_number
order by b.name,a.name

/
Group DiskGroup ASM Attribute ASM Attribute
Number Name Name Value
1 DATA_CMo1 au_size 4194304
1 DATA_CMo1 compatible.asm 11.2.0.3.0
1 DATA CMo1 compatible.rdbms 11.2.0.3.0
1 DATA_(Mo1 disk repair time 3.6h

... Other disk groups omitted for brevity

20 rows selected.

SoL>
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With the information collected above, we recommended documenting your current configuration and building
create diskgroup scripts to prepare for ASM disk group recreation.

Prepare to Recreate Your Grid Disks

Next, run CellCLI commands with dcl1i to list your Exadata grid disk configuration. Log in to a compute node and run
the following command:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e list griddisk attributes
name,asmDiskGroupName,size | sort -u

cmo1celo1: DATA_CD_00 cmoOicelo1 DATA_CMo1 284G
cm0icelol: DATA CD 01 cmOicelol DATA_CMo1 284G
cmolcelol: DATA (D _02_cmOlcelol DATA_CMo1 284G

. output omitted for brevity
[oracle@cmO1dbmo1 ~]$

Note Please see Recipes 7-6 and 7-7 for more information about using cellcli and dcli.

From the previous output, validate the grid disk names, associated ASM disk groups, and grid disk sizes. Pay
special attention to grid disk prefix, which is the portion of each grid disk name preceding the CD string. Additionally,
ensure that the grid disk sizes are uniform across cell disks and storage cells.

Note You should also capture the offset grid disk atiribute to determine the order in which your grid disks were
created on your cell disks. This is relevant from a performance standpoint as extents on the outer tracks of the physical
hard disks will have shorter latencies and deliver better performance than the inner tracks. Recipe 9-8 discusses this in
more detail.

Back Up and Validate Your Oracle Cluster Registry and Voting Disks

Once you have your ASM disk group and Exadata grid disk configuration understood and documented, you should
back up your OCR and voting disks prior to destroying your Exadata grid disks and cell disks. This is necessary
because we will be dropping the ASM disk group that stores the OCR and voting disks, DBFS_DG. Log in as root to your
compute nodes and manually perform an OCR backup:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/ocrconfig -manualbackup

cm01dbmo1 2012/09/12 23:22:28
/u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backup 20120912 232228.ocr
cmo1dbmo1 2011/05/03 16:11:19
/u01/app/11.2.0/grid/cdata/cmo1-cluster/backup_20110503_161119.0cr
[root@cmo1dbmo1 ~]#

261

www.it-ebooks.info


http://www.it-ebooks.info/

CHAPTER 9 © STORAGE ADMINISTRATION

Once complete, validate your OCR backup using the ocrconfig -showbackup command. The line in bold
represents the OCR file created from the manual backup above:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/ocrconfig -showbackup

cmo1dbmo1 2012/09/12 20:59:44 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backup0o.ocr
cmo1dbmo1 2012/09/12 16:59:44 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backupol.ocr
cmo1dbmo1 2012/09/12 12:59:44 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backupo2.ocr
cm01dbmo1 2012/09/11 12:59:42 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/day.ocr
cm01dbmo1 2012/08/31 01:28:40 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/week.ocr
cm01dbmo1 2012/09/12 23:22:28 /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/

backup 20120912 232228.ocr

cm01dbmo1 2011/05/03 16:11:19 /uo01/app/11.2.0/grid/cdata/cmo1-cluster/
backup_20110503_161119.0cx

[root@cmo1dbmo1 ~]#

You should also make it a practice to validate the health of your OCR file using the ocrcheck command as well as
list the mirrored copies of your voting disks:

[root@cmo1dbmo1 bin]# /u01/app/11.2.0.3/grid/bin/ocrcheck
Status of Oracle Cluster Registry is as follows :

Version : 3
Total space (kbytes) : 262120
Used space (kbytes) : 3464
Available space (kbytes) : 258656
ID : 1833511320
Device/File Name ¢ +DBFS DG

Device/File integrity check succeeded
Device/File not configured
Device/File not configured
Device/File not configured
Device/File not configured
Cluster registry integrity check succeeded
Logical corruption check succeeded
[root@cm01dbmOl bin]# /u01/app/11.2.0.3/grid/bin/crsctl query css votedisk
## STATE File Universal Id File Name Disk group

1. ONLINE 948f35d3d9c44f94bfe7bb831758104a (0/192.168.10.4/DBFS_DG CD_06_cmolcelo2) [DBFS_DG]
2. ONLINE ac4207356f734f3cbff345397a9b217e (0/192.168.10.5/DBFS DG CD 05 cmoicelo3) [DBFS DG]
3. ONLINE 8449ec381d9e4f8fbf6040fe4daasbb3 (0/192.168.10.3/DBFS_DG_CD 05 cmoicelol) [DBFS_DG]
Located 3 voting disk(s).

[root@cm01dbmo1l bin]#

Create Local Copies of Your Control Files and Server Parameter Files

Prior to shutting down your Oracle databases, you should confirm that you have validated control file backups and
a file system copy of your spfile, as both of these types of files will be stored in ASM disk groups that will be dropped
as part of the procedure in this recipe. Let’s start creating backups of each database’s spfile to a file system directory.
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Log in to a compute node as the Oracle software owner, launch SQL*Plus, connect as SYSDBA, and execute the
following create pfile command. Repeat for each database on our Exadata Database Machine:

[oracle@cmo1dbmol ~]$ sqlplus / as sysdba
SQL*Plus: Release 11.2.0.3.0 Production on Wed Sep 12 23:34:52 2012
Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:

Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 - 64bit Production

With the Partitioning, Real Application Clusters, Automatic Storage Management, OLAP,
Data Mining and Real Application Testing options

SYS @ dwprdl> create pfile='/home/oracle/initdwprd.ora' from spfile;
File created.

Elapsed: 00:00:00.03
SYS @ dwprdi>

Stop Your Oracle Databases, ClusterWare Resources, and Drop ASM Disk Groups

Next, stop each of your Exadata databases using srvctl stop database.Login as the Oracle software owner and run
the following command:

[oracle@cmo1dbmol ~]$ srvctl stop database -d visy
[oracle@cm01dbmol ~]$ srvctl stop database -d visx
[oracle@cmo1dbmo1l ~]$ srvctl stop database -d dwprd
[oracle@cmo1dbmo1l ~]$

When complete, log in to a compute node as the Grid Infrastructure owner and drop your ASM disk groups:

SOL> select name from v$asm diskgroup;

DATA_CMo1
DBFS_DG
RECO_CMo1
SDATA_CMo1
SRECO_CMo1

SOL> drop diskgroup sreco_cmO1 including contents;
Diskgroup dropped.

SOL> drop diskgroup sdata_cm01l including contents;
Diskgroup dropped.

SOL> drop diskgroup reco_cm0l including contents;
Diskgroup dropped.

SOL> drop diskgroup data_cm01 including contents;
Diskgroup dropped.

SoL>
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Leave the DBFS_DG disk group available so that we can shut down our Oracle cluster services in the next step.

Note You could elect to stop your cluster resources and services using crsctl stop cluster and crsctl stop
crs, followed by dropping your Exadata grid disks, but in this recipe, we will show the process of manually tearing down
each storage component independently.

Now, stop you Oracle cluster services by logging in as root on one compute node and running the following
crsctl command:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl stop cluster -f -all
Attempting to stop 'ora.crsd' on 'cmoidbmo1’

CRS-2673:
CRS-2790:
CRS-2673:
CRS-2673:
CRS-2673:
CRS-2673:
CRS-2673:
CRS-2673:
CRS-2673:
... lines

Starting shutdown of Cluster Ready Services-managed resources on 'cm01dbmo1’

Attempting to
Attempting to
Attempting to
Attempting to
Attempting to
Attempting to
Attempting to

omitted for brevity

stop 'ora
'ora

stop
stop
stop
stop

ora

'ora
'ora
stop 'ora
stop 'ora

.cmo1dbmo2.vip'
.LISTENER.1snr'
.LISTENER_SCAN1.
.LISTENER SCAN2.
.registry.acfs'
.DBFS_DG.dg' on
.LISTENER_SCAN3.

on 'cmoidbmo1’

on 'cmoidbmo1’

Isnr' on 'cmoidbmo1’
lsnr' on 'cmoidbmo1'
on 'cmoidbmo1'
'cmo1dbmo1’

Isnr' on 'cmoidbmo1'

After the cluster is stopped, log in to each compute node as root and stop Oracle CRS:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl stop crs

Starting shutdown of Oracle High Availability Services-managed resources on
Attempting to stop 'ora.drivers.acfs' on 'cm01dbmo01’

Attempting to stop ‘ora.crf' on 'cmoidbmo1’

Attempting to stop 'ora.mdnsd' on 'cm0idbmo1’

Stop of 'ora.drivers.acfs' on 'cm01dbmol' succeeded

Stop of 'ora.mdnsd' on 'cm01dbm0o1l' succeeded

Stop of 'ora.crf' on 'cm01dbmOl' succeeded

Attempting to stop 'ora.gipcd' on 'cm0i1dbmo1’

Stop of 'ora.gipcd' on 'cm01dbm01' succeeded

Attempting to stop 'ora.gpnpd' on 'cm0idbmo1’

Stop of 'ora.gpnpd' on 'cm01dbmol' succeeded

Shutdown of Oracle High Availability Services-managed resources on 'cm01dbmo1l' has

CRS-2791:
CRS-2673:
CRS-2673:
CRS-2673:
CRS-2677:
CRS-2677:
CRS-2677:
CRS-2673:
CRS-2677:
CRS-2673:
CRS-2677:
CRS-2793:
completed
CRS-4133:

Oracle High Availability Services has been stopped.
[root@cmo1dbmo1l ~]#

'cmo1dbmo1’

Note The commands to control, stop, start, and manage Oracle cluster services and resources on Exadata are no
different from the administration commands used in any Oracle 11gR2 cluster.
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Drop Your Grid Disks and Cell Disks

Once all Oracle database and Grid Infrastructure processes are down on each compute node, proceed to dropping
your Exadata grid disks. Following we will use dcli from a compute node to issue cellcli commands on each storage
cell. First, list your Exadata grid disks:

Note In the example in this recipe, we will only be dropping and creating grid disks and cell disks on our SAS disks;
flash disks will not be changed.

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e list griddisk where disktype=harddisk

cm0icelol: DATA CD 00 cmOicelol active
cmolcelol: DATA (D 01 cmOlcelol active
cmolcelol: DATA CD_02_cmOlcelol active
cmolcelol: DATA CD_03_cmOlcelol active
cmolcelol: DATA CD_04_cmOlcelol active

... output omitted for brevity

Next, drop your grid disks. In the following example, we’ll drop each grid disk using its disk prefix with the
force option:

[oracle@cmo1idbmol ~]$ dcli -g ./cell group cellcli -e drop griddisk all prefix=SDATA force
cmOlcelol: GridDisk SDATA CD_00_cmOicelOl successfully dropped
cmolcelol: GridDisk SDATA CD 01 cmoOicelol successfully dropped
cmolcelol: GridDisk SDATA CD_02_cmOicelol successfully dropped
. output omitted for brevity

[oracle@cmo1idbmol ~]$ dcli -g ./cell group cellcli -e drop griddisk all prefix=DATA force
cmo1celol: GridDisk DATA_CD 00 cmOicelol successfully dropped

cmolcelol: GridDisk DATA CD 01 cmoicelol successfully dropped

cmolcelol: GridDisk DATA CD_02_cmoOicelol successfully dropped

... output omitted for brevity

[oracle@cmoidbmol ~]$ dcli -g ./cell group cellcli -e drop griddisk all prefix=SRECO force
. output omitted for brevity

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e drop griddisk all prefix=RECO force
.. output omitted for brevity

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e drop griddisk all prefix=DBFS DG force
. output omitted for brevity

When complete, you will have no grid disks available:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e list griddisk where disktype=harddisk
[oracle@cmo1dbmol ~1$
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Now, proceed to dropping your Exadata cell disks. First, query the cell disk name and interleaving attribute:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e list celldisk where diskType=HardDisk
attributes name,interleaving

cmolcelol: CD_00_cmoicelol normal_redundancy
cmolcelol: CD_01_cmOicelol normal_redundancy
cmoicelol: CD_02_cmoicelol normal_redundancy

... output omitted
Next, issue the following cellcli command through dcli to drop your cell disks:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e drop celldisk all harddisk force
cmolcelol: CellDisk CD_00_cmOicelol successfully dropped
cmolcelol: CellDisk CD_01_cmOilcelol successfully dropped
cmolcelol: CellDisk CD_02_cmOicelol successfully dropped
cmoilcelol: CellDisk CD_03_cmolcelol successfully dropped
. output omitted for brevity

Create New Cell Disks and Grid Disks

After the cell disks are dropped, proceed to recreate them using the following cellcli command. In this example, we
will not specify cell disk interleaving but cover this topic in Recipe 9-8.

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e create celldisk all harddisk
cmolcelol: CellDisk CD 00 cmOicelol successfully created

cmolcelol: CellDisk CD_01 cmOilcelol successfully created

cmolcelol: CellDisk CD_02_cmOilcelol successfully created

... output omitted for brevity

Validate your newly created cell disks using the following cellcli command:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e list celldisk where \
> disktype=HardDisk attributes name,interleaving

cmolcelol: CD_00_cmoicelol none
cmolcelol: CD_01_cmoOicelol none
cmolcelol: CD_02_cmOicelol none
cmOlcelol: CD_03_cmOicelol none

. output omitted

Next, you must rebuild your Exadata grid disks. Using information documented and captured from previous steps in
this recipe, we will start by building our DATA, SDATA, RECO, and SRECO grid disks. Your grid disk prefixes may be different
from these, but the DATA and RECO grid disk prefixes are common in many organizations. It is considered a best practice
to create your grid disks uniformly across each storage cell in your Exadata storage grid, so this is what we will show:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e create griddisk all \
> harddisk prefix='DATA', size=284G

cmolcelol: GridDisk DATA CD_00_cmoicelol successfully created

cmolcelol: GridDisk DATA CD_01 cmoOilcelol successfully created

cmolcelol: GridDisk DATA CD_02_cmOlcelOol successfully created

... output omitted

[oracle@cmo1dbmol ~]$ dcli -g ./cell_group cellcli -e create griddisk all \
> harddisk prefix="SDATA', size=141G
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cmo1celo1: GridDisk SDATA_CD_00_cmoOicelol successfully created

cmOlcelol: GridDisk SDATA CD 01 cmOicelOl successfully created

cmolcelol: GridDisk SDATA CD 02 _cmOicelol successfully created
. output omitted

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e create griddisk all \
> harddisk prefix="RECO', size=67G
. output omitted

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e create griddisk all \
> harddisk prefix='SRECO', size=36.6875G
... output omitted

Finally, create your DBFS_DG grid disks:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e create griddisk all \
> harddisk prefix='DBFS_DG'

cmolcelol: Cell disks were skipped because they had no freespace for grid disks:

CD_00_cmO1celo1, CD_01_cmOicelo1.

cmolcelol: GridDisk DBFS DG CD 02 _cmOlcelol successfully created
cmolcelol: GridDisk DBFS DG CD_03_cmOlcelol successfully created
cmolcelol: GridDisk DBFS_DG CD_04_cmOlcelol successfully created

STORAGE ADMINISTRATION

Notice in this output that two cell disks were skipped on each storage server due to lack of free space; this is
because the first two disks in each storage server reserve 29 GB of space in each of the first two SAS disks for Exadata’s

System Area. This is discussed in Recipe 1-4 and elsewhere in this text.

When complete, use cellcli to display grid disk details for one of your cell disks on one storage cell:

[oracle@cmo1idbmol ~]$ dcli -c cmoicelol cellcli -e list griddisk where celldisk=CD_11_cmOicelol \

> attributes name,size,offset

cmolcelol: DATA (D 11 cmOlcelol 284G 32M

cmolcelol: DBFS DG CD_11 cmoOicelol 29.125G 528.734375G
cmolcelol: RECO CD_11 cmOlcelol 67G 425.046875G
cmolcelol: SDATA CD_11 cmOlcelol 141G 284.046875G
cmOlcelol: SRECO_CD_11 cmOlcelol 36.6875G 492.046875G

[oracle@cmo1dbmo1 ~]$

This output shows that we have five grid disks on this storage cell, each with the specified size and the byte offset
corresponding to the order in which we created the grid disks. To confirm that your grid disks are evenly distributed

and sized across all Exadata storage cells, run the Perl script in Listing 9-14.

Listing 9-14. 1st09-14-griddisks.pl
#!/usr/bin/perl

open(F,"dcli -g ./cell group cellcli -e list griddisk attributes name,size,offset|");

while (<F>) {

$tgd++;

($cd, $gd, $sz,$0ffset)=split(' ',$ );
$gd=substr $gd,0,index($gd," ");
$cell{$cd}++;
$cell{$gd}++;
push @CELLS, $cd ;
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push @GDS, $gd;
push @TL, "$gd".":\tSize "."$sz".":\tOffset ".$offset."\n";
}
print "Total grid disks: $tgd\n";
%seen = ();
@UNIQCELLS= grep { ! $seen{$ } ++ } @CELLS;
foreach (@UNIQCELLS) {
print "$ has $cell{$ } grid disks\n";
}
%seen = ();
@UNIQGDS= grep { ! $seen{$_} ++ } @GDS;
foreach (@UNIQGDS) {
print "$_ is built on $cell{$_} grid disks\n";
}
%seen = ();
@UNIQDTL= grep { ! $seen{$_} ++ } @DTL;
foreach (@UNIODTL) {
print "Distinct size and offset for : $_";

}

[oracle@cmo1dbmol source]$ ./griddisks.pl
Total grid disks: 174

cmolcelol: has 58 grid disks

cmoicel02: has 58 grid disks

cmo1celo3: has 58 grid disks

DATA is built on 36 grid disks

DBFS is built on 30 grid disks

RECO is built on 36 grid disks

SDATA is built on 36 grid disks

SRECO is built on 36 grid disks

Distinct size and offsets for : DATA: Size 284G: Offset 32M

Distinct size and offsets for : DBFS: Size 29.125G: Offset 528.734375G
Distinct size and offsets for : RECO: Size 67G: Offset 425.046875G
Distinct size and offsets for : SDATA: Size 141G: Offset 284.046875G

Distinct size and offsets for : SRECO: Size 36.6875G: Offset 492.046875G
[oracle@cm01dbm0o1l source]$

Start Oracle ClusterWare Resources on the Compute Nodes

With your grid disks rebuilt, it’s time to get your Oracle cluster operational. Since your Oracle Cluster Registry will not
be available because you've dropped your ASM disk group that stored it, you will need to start CRS in exclusive mode
on one compute node and then manually start an ASM instance in order to recreate your DBFS_DG ASM disk group. We
recommend first disabling the automatic restart of Oracle CRS by issuing the following command:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl disable crs
CRS-4621: Oracle High Availability Services autostart is disabled.
[root@cmo1dbmo1 ~]#

Note If you elect not to disable Oracle CRS from automatically starting, you can use the crsctl stop res
ora.crsd -init command to stop CRS and prevent it from restarting.
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Perform this step on each compute node and when complete, reboot your servers.

Note Compute server reboots are not specifically required, but we recommend doing this to ensure that no Oracle
ClusterWare resources are attempting to start.

Next, start Oracle CRS on one node with the -excl -nocrs flags. This will attempt to start CRS resources
without CRS on a single node and will allow you to manually start an Oracle ASM instance. My Oracle Support note
1062983.1.1 provides more information on how and why this works:

[root@cm01dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl start crs -excl -nocrs
CRS-4123: Oracle High Availability Services has been started.
CRS-2672: Attempting to start 'ora.mdnsd' on 'cm01dbmo1'
CRS-2676: Start of 'ora.mdnsd' on 'cm01dbm01' succeeded
CRS-2672: Attempting to start 'ora.gpnpd' on 'cmoidbmo1'
CRS-2676: Start of 'ora.gpnpd' on 'cm01dbm01' succeeded
CRS-2672: Attempting to start 'ora.cssdmonitor' on 'cm01dbmo1’
CRS-2672: Attempting to start 'ora.gipcd' on 'cm01dbmo1’
CRS-2676: Start of 'ora.cssdmonitor' on 'cm01dbmo1l' succeeded
. output omitted for brevity
CRS-2676: Start of 'ora.cluster interconnect.haip' on 'cm01dbmoli' succeeded
CRS-2672: Attempting to start 'ora.asm' on 'cm01dbmo1’
CRS-2676: Start of 'ora.asm' on 'cm01dbmo1l' succeeded
[root@cmo1dbmo1 ~]#

After CRS is started in exclusive mode, log in as your Grid Infrastructure owner, connect to SQL*Plus as SYSASM,
and validate your ASM disk groups. At this point, you will not have any created:

[grid@cmoidbmo1l ~]$ sqlplus / as sysasm

SOL*Plus: Release 11.2.0.3.0 Production on Thu Sep 13 14:38:38 2012
Copyright (c) 1982, 2011, Oracle. All rights reserved.

Connected to:

Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 - 64bit Production
With the Real Application Clusters and Automatic Storage Management options
SOL> select name from v$asm_diskgroup;

no rows selected

SoL>

Create the DBFS_DG ASM Disk Group to Store the OCR and Voting Disks

Next, create your DBFS_DG ASM disk group:

SOL> create diskgroup DBFS_DG
normal redundancy
disk 'o/*/DBFS_DG*'
attribute 'compatible.rdbms' = '11.2.0.
'compatible.asm' = '11.2.0.3
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'cell.smart_scan_capable' = 'TRUE',
'au_size' = "4M';

Diskgroup created.

SOL>

Restore Your OCR and Voting Disks and Restart Oracle CRS

After the disk group is created, restore your Oracle Cluster Registry using the manual OCR backup you created
previously. Log in as root and run the following ocrconfig -restore command, followed by the ocrcheck command
to validate that your OCR was restored properly:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/ocrconfig -restore \

> /u01/app/11.2.0.3/grid/cdata/cmo1-cluster/backup 20120912 232228.ocr
[root@cmo1dbmo1 ~]#

[root@cmo1dbmol ~]# /u01/app/11.2.0.3/grid/bin/ocrcheck

Status of Oracle Cluster Registry is as follows :

Version : 3
Total space (kbytes) : 262120
Used space (kbytes) : 3464
Available space (kbytes) : 258656
ID : 1833511320
Device/File Name :  +DBFS_DG

Device/File integrity check succeeded
Device/File not configured
Device/File not configured
Device/File not configured
Device/File not configured

Cluster registry integrity check succeeded

Logical corruption check succeeded

[root@cmo1dbmo1 ~]#

Once your OCR is restored, proceed to restoring and validate your voting disks:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl replace votedisk +DBFS DG
Successful addition of voting disk 3f2e37ba43b44f4fbf7e253d9288eea2.

Successful addition of voting disk 1393ac37d5544fffbf12c86c47312c75.

Successful addition of voting disk 4cab106752ef4f09bf2419705b98e650.
Successfully replaced voting disk group with +DBFS_DG.

CRS-4266: Voting file(s) successfully replaced

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl query css votedisk
Disk
## STATE File Universal Id File Name group

1. ONLINE 3f2e37ba43b44fafbf7e253d9288eea2 (0/192.168.10.5/DBFS_DG_CD_07_cmoicelo3) [DBFS_DG]
2. ONLINE 1393ac37d5544fffbf12¢86c47312¢75 (0/192.168.10.4/DBFS_DG_CD_04_cmOilcelo2) [DBFS_DG]
3. ONLINE 4cab106752ef4f09bf2419705b98e650 (0/192.168.10.3/DBFS DG CD 10 cmoicelol) [DBFS DG]
Located 3 voting disk(s).

[root@cmo1dbmo1 ~]#
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After your voting disks and OCR are restored, enable Oracle High Availability services and restart Oracle CRS on
each compute nodes without the exclusive option:

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl stop crs

(RS-2791: Starting shutdown of Oracle High Availability Services-managed resources on 'cm01dbmo1’
CRS-2673: Attempting to stop 'ora.mdnsd' on 'cmoidbmo1'

CRS-2673: Attempting to stop 'ora.ctssd' on 'cmoidbmo1'

CRS-2673: Attempting to stop 'ora.asm' on 'cmoidbmo1’

... output omitted for brevity

[root@cmo1dbmo1 ~]# /u01/app/11.2.0.3/grid/bin/crsctl start crs

CRS-4123: Oracle High Availability Services has been started.

[root@cmo1dbmo1 ~]#

Create Your Remaining ASM Disk Groups

When Oracle CRS is started, log in as your Grid Infrastructure owner, connect to SQL*Plus as SYSASM, and create your
remaining ASM disk groups:

SOL> create diskgroup DATA CMo1
normal redundancy
disk 'o/*/DATA*'

attribute 'compatible.rdbms' = '11.2.0.3.0',
'‘compatible.asm' = '11.2.0.3.0',
‘cell.smart_scan_capable' = 'TRUE',
'au_size' = '4M';

Diskgroup created.

SQL>

SOL> create diskgroup SDATA CMo1
normal redundancy
disk 'o/*/SDATA*'

attribute 'compatible.rdbms' = '11.2.0.3.0',
'compatible.asm' = '11.2.0.3.0',
"cell.smart_scan_capable' = 'TRUE',
'au_size' = '4M';

Diskgroup created.
... Remanining ASM disk group creation statements omitted.

Validate the Health of Your Cluster

Once your Oracle ASM disk groups are all recreated, the remaining steps required to return your environment to an
operational state are a combination of RMAN restore and recovery operations, combined with optionally placing
your server parameter file in an ASM disk group. Start by placing your server parameter file back into the appropriate
ASM disk group, using output from your preliminary validation steps. Since you have restored your Oracle Cluster
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Registry, use the following command as the Oracle database owner to display the expected location of your server
parameter file:

[oracle@cmo1dbmo1l ~]$ srvctl config database -d visx
Database unique name: visx

Database name: visx

Oracle home: /u01/app/oracle/product/11.2.0.3/dbhome_1
Oracle user: oracle

Spfile: +DATA_CMo1/visx/spfilevisx.ora

... output omitted

Using the parameter file backed up previously in this recipe, start your database in nomount mode and create
your server parameter file in the expected location, which in our case is +DATA_CM01/visx/spfilevisx.ora:

SQL> startup nomount pfile='/home/oracle/initvisx.ora';
ORACLE instance started.

Total System Global Area 1.7103E+10 bytes

Fixed Size 2245480 bytes
Variable Size 2483031192 bytes
Database Buffers 1.4462E+10 bytes
Redo Buffers 155926528 bytes

SOL> create spfile='+DATA_(M01/visx/spfilevisx.ora' from pfile='/home/oracle/initvisx.ora’;
File created.
SoL>

As your Oracle Grid Infrastructure owner, you can validate that Oracle successfully placed a server parameter file
in the expected location using the following command:

[grid@cmoidbmo1 ~]$ asmcmd 1s DATA CMO1/VISX
PARAMETERFILE/

spfilevisx.ora

[grid@cmo1dbmo1 ~]$

Once your server parameter file has been created, start one of your instances in nomount mode using the spfile
and restore your control file using RMAN.

Note The following example assumes that you have control file backups available. In our example, our control file is
backed up to an external NFS-mounted NAS device.

[oracle@cmo1dbmol ~]$ rman target /

Recovery Manager: Release 11.2.0.3.0 - Production on Thu Sep 13 17:16:26 2012
Copyright (c) 1982, 2011, Oracle and/or its affiliates. All rights reserved.
connected to target database: VISX (not mounted)

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
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Oracle instance shut down

RMAN> startup nomount;

connected to target database (not started)
Oracle instance started

Total System Global Area 17103163392 bytes

Fixed Size 2245480 bytes
Variable Size 2483031192 bytes
Database Buffers 14461960192 bytes
Redo Buffers 155926528 bytes

RMAN> restore controlfile from '/dump/visx_backup/cf visx_k7nkfuel 1_1';

Starting restore at 13-SEP-12

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=652 instance=visx1l device type=DISK
channel ORA DISK 1: restoring control file

channel ORA DISK 1: restore complete, elapsed time: 00:00:03
output file name=+DATA_CM01/visx/controlol.ctl

output file name=+DATA_CMO1/visx/controlo2.ctl

output file name=+DATA CM01/visx/controlo3.ctl

Finished restore at 13-SEP-12

RMAN> alter database mount;

database mounted
released channel: ORA DISK 1

RMAN>

Note The following example assumes that you have control file backups available. In our example, our control file is
backed up to an external NFS-mounted NAS device.

The remaining steps to restore your environment entail using RMAN restore and recovery commands, which are
outside the scope of this text. For details, please refer to Oracle’s 11gR2 backup and recovery documentation, which
can be found at http://docs.oracle.com/cd/E11882_01/backup.112/e10642/toc.htm.

When your restore is complete, your databases should be restored and healthy:

[oracle@cmo1idbmol ~]$ srvctl start database -d visx
[oracle@cm01dbmo1 ~]$ srvctl status database -d visx
Instance visx1 is running on node cm01dbmO1

Instance visx2 is running on node cm01dbmo02
[oracle@cmoidbmo1l ~]$

How It Works

Rebuilding Exadata cell disks is performed using the drop celldisk and create celldisk commands in the CellCLI
interface. As this also will drop and destroy other database entities, such as grid disks, ASM disks, and database files
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(in the event you drop cell disks across all storage cells), you will need to be familiar with administering all
storage-related components in your Exadata Database Machine to be successful.

Rebuilding Exadata storage cell disks is an activity you will likely not perform very often. Oracle automatically
creates cell disks in many scenarios, including at time of installation, after replacing a damaged disk, and even after
recovering from failed system volumes.

Note Please see Recipe 8-9 to learn how to recover an Exadata cell from loss of your system volumes.

In our experience, the most common reason to perform a cell disk rebuild activity is if you wish to change the
interleaving attribute of your cell disk, which is presented in Recipe 9-8 in detail.

To successfully rebuild your Exadata cell disks, you should understand the overall impact to your Exadata
environment. Specifically:

¢ When you drop cell disks, you will be required to drop your grid disks.
e  Dropping grid disks will offline or drop ASM disk group disks.
e When your ASM disks are unavailable, your databases will not be functional.

e Ifyou drop your cell disks, grid disks, and ASM disk groups, you will need to restore your
databases from a backup. Thus, a tested and validated backup strategy is critical when
embarking on a cell disk rebuild exercise.

e Ifyoudrop the grid disks and associated ASM disk groups that store your Oracle Cluster
Registry and voting disks, you will need to restore these as well prior to starting your Oracle
cluster. By starting Oracle CRS in exclusive mode, as demonstrated in this recipe, you should
be able to confidently perform your OCR and voting disk restoration.

In other words, when you drop and recreate your Exadata cell disks on a storage cell, you will lose access and
destroy the data on the disks. Should you perform a cell disk rebuild across all storage cells, you will experience a
clusterwide database outage.

An Oracle Exadata DMA should be well versed in each administration area covered in this recipe to successfully
rebuild Exadata cell disks, including cell disk and grid disk management, ASM administration, Oracle Grid
Infrastructure administration, Oracle 11gR2 database administration, and Oracle backup and recovery methods.

9-8. Creating Interleaved Cell Disks and Grid Disks
Problem

You wish to attain better levels of I/O performance balance across grid disks by configuring interleaved cell disks and
grid disks.

Solution

Grid disk interleaving is a technique to interleave your grid disk extent ranges across Exadata cell disks to achieve
evenly distributed extent balance across your Exadata cell disks. In this recipe, we will demonstrate how to validate
your current disk interleaving attributes, configure your Exadata cell disks with interleaving, create grid disks on these
cell disks, and measure the extent offsets for each grid disk created.
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1. Begin bylogging into a compute node or storage cell and using CellCLI to display your
current cell disk interleaving attributes. In the following example, we will use dcli on a
compute node to run the same cellcli command on each storage cell:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e \
> list celldisk where diskType=HardDisk attributes name,interleaving
cmolcelol: CD_00 cmOlcelol  none
. output omitted for brevity
[oracle@cmo1dbmol ~1$

2. You can sort the output using the awk and sort commands to show your distinct cell disk
interleaving attributes. Note that to ensure consistent performance, interleaving should be
configured the same across each storage cell:

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e \

> list celldisk where diskType=HardDisk attributes name,interleaving \
> |awk '{print $3}' | sort -u

none

[oracle@cmoidbmo1l ~]$

3. Inthe previous two examples, our cell disks are configured without interleaving. Now,
examine your grid disk sizes and byte offsets using the Perl script in Listing 9-15, which runs
cellcli commands on each storage server and reports your grid disk sizes and byte offsets.

Note The script in Listing 9-15 was introduced in Recipe 9-7 and is one that we use to gain a quick view of grid disk
layouts on Exadata. With Exadata Half Rack and Full Rack deployments and many grid disks with different disk prefixes,
sorting through the output of a list grid disk command can be time-consuming. The script is intended to summarize your
grid disk configuration and display sizes and byte offsets.

Listing 9-15. 1st09-15-griddisks.pl
#!/usr/bin/perl

open(F,"dcli -g ./cell group cellcli -e list griddisk attributes name,size,offset|");
while (<F>) {

$tgd++;

($cd, $gd,$sz,$0ffset)=split("' ',$ );

$gd=substr $gd,0,index($gd," ");

$cell{$cd}++;

$cell{$gd}++;

push @CELLS, $cd ;

push @GDS, $gd;

push @TL, "$gd".":\tSize "."$sz".":\tOffset ".$offset."\n";
}
print "Total grid disks: $tgd\n";
%seen = ();
@UNIQCELLS= grep { ! $seen{$_} ++ } @CELLS;
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foreach (@UNIQCELLS) {

print "$ has $cell{$ } grid disks\n";

}
%seen = ();
@UNIQGDS= grep { ! $seen{$_} ++ } @GDS;
foreach (@UNIQGDS) {

print "$ is built on $cell{$ } grid disks\n";
}

%seen = ();

@UNIQDTL= grep { ! $seen{$_} ++ } @DTL;
foreach (@UNIQDTL) {

print "Distinct size and offset for : $_";

}

[oracle@cmo1dbmol source]$ ./griddisks.pl
Total grid disks: 174

cmolcelol: has 58 grid disks

cmoicelo2: has 58 grid disks

cmoicel03: has 58 grid disks

DATA is built on 36 grid disks

DBFS is built on 30 grid disks

RECO is built on 36 grid disks

SDATA is built on 36 grid disks

SRECO is built on 36 grid disks

Distinct size and offsets for : DATA: Size 284G: Offset 32M

Distinct size and offsets for : DBFS: Size 29.125G: Offset 528.734375G
Distinct size and offsets for : RECO: Size 67G: Offset 425.046875G
Distinct size and offsets for : SDATA: Size 141G: Offset 284.046875G

Distinct size and offsets for : SRECO: Size 36.6875G: Offset 492.046875G
[oracle@cm01dbmo1l source]$
In this output, we can glean the following information:
e  Each storage cell has the same number of grid disks.

e  There are five distinct types of grid disks across the cell disks, each with a different prefix and
likely intended for different database storage purposes.

e Thesize of each of the grid disks is uniform across all cell disks and storage cells.
e The byte offset is in the same location per grid disk on each cell disk.

e  The DATA grid disks were created first; the 32 MB offset means that the extents for each DATA*
grid disk were formatted 32 MB from the outermost tracks of each cell disk and continued
for 284 GB.

e  The SDATA grid disks were created next at an offset of 284 GB, continuing for 141 GB.
e  The RECO grid disks were created next, then our SRECO disks, and finally the DBFS_DG grid disks.

Now that you have a clear picture of where each grid disk’s extents are physically located on your cell disks, you
can begin your interleaving implementation.
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4. Changing cell disk interleaving attributes requires that the cell disks be dropped and recreated.
To prepare for this, you must first drop your grid disks. After dropping grid disks, you then drop
your cell disks. To learn how to drop grid disks and cell disks, please refer to recipe 9-7.

5. Now, rebuild your cell disks with normal_redunancy interleaving. (We will demonstrate
the impact of high_redundancy interleaving later in this recipe.)

[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e create celldisk all harddisk \
> interleaving="normal_redundancy'

cmolcelol: CellDisk CD_00_cmOlcelol successfully created

... output omitted

6. Validate your cell disk interleaving using the following cellcli command:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e list celldisk where
disktype=HardDisk attributes name,interleaving
cmoicelo1: CD_00_cmOicelol normal_redundancy

. output omitted

7. Recreate your grid disks using the cellcli create griddisk command. Following, we
will only show the syntax for the first two sets of grid disks; you will have to rebuild all of
the grid disks that your databases need.

[oracle@cmo1dbmol ~]$ dcli -g ./cell_group cellcli -e create griddisk all \
> harddisk prefix='DATA',size=284G
cmolcelol: GridDisk DATA CD_00_cmoOlcelol successfully created
... output omitted
[oracle@cmo1dbmo1l ~]$ dcli -g ./cell group cellcli -e create griddisk all \
> harddisk prefix="SDATA',size=141G
cmolcelol: GridDisk SDATA CD 00 cmoOilcelol successfully created
. output omitted

8. When finished, examine the size and byte offset of your grid disks. Start by checking the
grid disk configuration on a single cell disk:

[oracle@cmo1dbmol ~]$ dcli -c cmOlcelol cellcli -e list griddisk where celldisk=CD_11_
cm0lcelol attributes name,size,offset

cmolcelol: DATA CD_11 cmOlcelol 284G 32M

cmolcelol: DBFS DG CD_11 cmOicelol 29.125G 264.390625G
cmo1celo1: RECO_CD_11_cmoOicelo1 67G 212.546875G
cmOlcelol: SDATA CD 11 cmOlcelol 141G 142.046875G
cmOlcelol: SRECO CD 11 cmOlcelol 36.6875G 246.046875G

[oracle@cmo1dbmo1 ~]$

In this output, note the following:

e TheDATA_ (D 11_cmoOicelo1 grid disk was the first grid disk created on the cell disk at a byte
offset of 32 MB. It is still 284 GB in size, as was the case prior to rebuilding our cell disks and
grid disks.

e  SDATA (D_11 cm0lcelol was the next grid disk created, but extents for this grid disk began
at an offset of 142 GB. This is exactly half the size of the previous grid disk created,
DATA CD_11_cmoicelod.
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e TheRECO_CD_11_cmoOicelo1 grid disk was created next at a byte offset of 212 GB, which is half
the size of the first two grid disks combined.
e  This pattern continues with the remaining grid disks on the cell disk.

Figure 9-1 shows what your extent boundaries will look like for normal_redundancy interleaving with a grid disk
configuration as previously created:

DATA_CMO1, 284 GB, two 142 GB slices

SDATA_CMO1, 141 GB, two 70.5 GB slices

RECO_CMO01, 67 GB, two 33.5 GB slices

SRECO_CMO01, 37 GB, two 18.5 GB slices

DBFS_DG, 29 GB, two ~14.6 GB slices

Figure 9-1. Interleaving with normal_redundancy

A summary of our grid disk configuration with normal_redunancy interleaving is provided, using the same Perl
script used previously in this recipe:

[oracle@cmo1dbmo1l source]$ ./1st09-15-griddisks.pl
Total grid disks: 174

cmoicel0O1: has 58 grid disks

cmoicel02: has 58 grid disks

cmolcelo3: has 58 grid disks

DATA is built on 36 grid disks

DBFS is built on 30 grid disks

RECO is built on 36 grid disks

SDATA is built on 36 grid disks

SRECO is built on 36 grid disks
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Distinct size and offsets for : DATA: Size 284G: Offset 32M

Distinct size and offsets for : DBFS: Size 29.125G:  Offset 264.390625G
Distinct size and offsets for : RECO: Size 67G: Offset 212.546875G
Distinct size and offsets for : SDATA: Size 141G: Offset 142.046875G

Distinct size and offsets for : SRECO: Size 36.6875G: Offset 246.046875G
[oracle@cm01dbmO1 source]$

If you wish to understand how Oracle aligns extent boundaries with high_redundancy interleaving, drop your
grid disks and cell disks and recreate the cell disks using the following command:

[oracle@cmo1dbmol ~]$ dcli -g ./cell group cellcli -e create celldisk all harddisk
interleaving="high_redundancy'’
cmolcelol: CellDisk CD_00_cmOicelOol successfully created

. output omitted

After creating g