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Preface

This manual describes the system monitor and control facility (eXtended System
Control Facility, or XSCF, hereafter) used to control, monitor, operate, and service
SPARC Enterprise series servers and domains. XSCF may also be referred to as the
System Control Facility (SCF). Unless otherwise stated in this manual, the SPARC
Enterprise system is described as “the server” or “the system”.

Before reading this manual, it is necessary to have read the SPARC Enterprise
M8000/M9000 Servers Overview Guide and the SPARC Enterprise M4000/M5000 Servers
Overview Guide, and the SPARC Enterprise M4000/M5000/M8000/M9000 Servers
Administration Guide.

In addition, be sure to also read the SPARC Enterprise M4000/M5000/M8000/M9000
Servers XSCF Reference Manual and other manuals referenced in this manual.
This section includes:

m “Audience” on page xviii

m “Glossary” on page xviii

m “Structure and Contents of this Manual” on page xviii

m “SPARC Enterprise Mx000 Servers Documentation” on page xx

m “Abbreviated References to Other Documents” on page xxii

m “Documentation, Support, and Training” on page xxiii

m “Models” on page xxiii

m “Text Conventions” on page xxiv

m “Prompt Notations” on page xxiv

m “Syntax of the Command Line Interface (CLI)” on page xxv

m “Conventions for Important Messages” on page xxv

m “Software License” on page xxv

m “Limitations and Notes” on page xxvi

m “Third-Party Web Sites” on page xxvii

Xvii



m “Sun Welcomes Your Comments” on page xxvii

Audience

This manual is intended for users, specifically SPARC Enterprise system
management/maintenance administrators. Moreover, the system administrator is
required to have the following knowledge:

m Solaris™ Operating System and Unix command

m SPARC Enterprise system and basic knowledge of XSCF

Glossary

For the terms used in the “SPARC Enterprise Mx000 Servers Documentation” on
page xx, refer to the Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers
Glossary

Structure and Contents of this Manual

This manual is organized as described below:

Chapter 1

This chapter provides an overview of the system monitor and control facility
(eXtended System Control Facility, or XSCF).

Chapter 2
This chapter explains how to set up XSCF.
Chapter 3

This chapter describes how to connect consoles and terminals to this system in
order to use XSCFE.

Chapter 4
This chapter describes server hardware operation.
Chapter 5
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This chapter describes how to use the XSCF Shell. The chapter describes how
to use commands and log in with an XSCF user account, and it explains
command errors.

Chapter 6

This chapter describes the XSCF mail function.
Chapter 7

This chapter explains the XSCF SNMP agent function.
Chapter 8

This chapter explains how to update firmware and how to collect dump and
log data.

Chapter 9
This chapter describes how to use the XSCF Web.
Appendix A

This appendix explains the error and informational messages output by XSCF
during operation with the console, mail, or SNMP function of this system.

Appendix B

This appendix describes the following XSCF log information, which can be
viewed on the XSCF console using XSCF commands.

Appendix C

This appendix explains Management Information Base (MIB), which is
supported by the XSCF SNMP agent function.

Appendix D

This chapter describes problems that can occur during use of the XSCF console
or during operation of the system and provides solutions for them.

Appendix E

The license of the software of building in LinuxV4.0, GPL, and LGPL condition
has been described.

Index

The index lists key items used in the manual and corresponding page numbers
for quick reference.
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XX

SPARC Enterprise Mx000 Servers
Documentation

The manuals listed below are provided for reference.

Book Titles

Sun SPARC Enterprise M4000/M5000 Servers Getting Started Guide

Sun SPARC Enterprise M8000/M9000 Servers Getting Started Guide

Sun SPARC Enterprise M4000/M5000 Servers Overview Guide

Sun SPARC Enterprise M8000/M9000 Servers Overview Guide

Sun External I/O Expansion Unit Product Notes

Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers RCI Build Procedure
Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers Administration Guide
Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers XSCF User’s Guide

Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers XSCF Reference Manual

Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers Dynamic Reconfiguration (DR)
User’s Guide

Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers Capacity on Demand (COD) User’s
Guide

Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers RCI User’s Guide
Sun SPARC Enterprise M4000/M5000 Servers Product Notes

Sun SPARC Enterprise M8000/M9000 Servers Product Notes

Sun External I/O Expansion Unit Product Notes

Sun SPARC Enterprise Server UPC Connector Supplement

Sun SPARC Enterprise M4000/M5000/M8000/M9000 Servers Glossary

1. Manuals on the Web

The latest versions of all the SPARC Enterprise Series manuals are available at the
following websites.

http://docs.sun.com
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http://docs.sun.com

Note — Product Notes are available on the website only. Please check for the most
recent update on your product.

2. Manual (manpage) provided in the system.

Note — The man page can be referenced on the XSCF Shell, and it provides the same
content as the SPARC Enterprise M4000/M5000/M8000/M9000 Servers XSCF Reference
Manual.

3. Other documentation on the Web

a. The latest information about other documents and SPARC Enterprise series
support are provided on the Web.

http://src.opensolaris.org/source/xref/onnv/onnv-
gate/usr/src/lib/fm/libfmd_snmp/mibs/

b. Solaris Operating System related manuals
http://docs.sun.com
4. Provided In firmware program CD (For maintenance service <for FEs>)
i. Firmware program file (XSCF Control Package (XCP) file)
ii. XSCF extension MIB definition file

5. Information on Using the RCI function

The manual does not contain an explanation of the RCI build procedure. For
information on using the RCI function, refer to the SPARC Enterprise
M4000/M5000/M8000/M9000 Servers RCI Build Procedure and the SPARC Enterprise
M4000/M5000/M8000/M9000 Servers RCI User’s Guide available on the website.
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Abbreviated References to Other

Documents

In this manual, the following abbreviated titles may be used when referring to a
systems manual. The following table lists the abbreviations used in this manual.

Abbreviated Title

Full Title

Querview Guide

Service Manual

Installation Guide

Administration Guide

XSCF Reference Manual

Dynamic Reconfiguration
User’s Guide or DR
User’s Guide

COD User’s Guide

UPC Connector
Supplement

Glossary

SPARC Enterprise M4000/M5000 Servers Overview Guide
SPARC Enterprise M8000/M9000 Servers Overview Guide

SPARC Enterprise M4000/M5000 Servers Service Manual
SPARC Enterprise M8000/M9000 Servers Service Manual

SPARC Enterprise M4000/M5000 Servers Installation Guide
SPARC Enterprise M8000/M9000 Servers Installation Guide

SPARC Enterprise M4000/M5000/M8000/M9000 Servers
Administration Guide

SPARC Enterprise M4000/M5000/M8000/M9000 Servers XSCF
Reference Manual

SPARC Enterprise M4000/M5000/M8000/M9000 Servers Capacity on
Demand (COD) User’s Guide

SPARC Enterprise M4000/M5000/M8000/M9000 Servers Dynamic
Reconfiguration (DR) User’s Guide

SPARC Enterprise Server UPC Connector Supplement

SPARC Enterprise M4000/M5000/M8000/M9000 Servers Glossary
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Documentation, Support, and Training

Sun Function URL

Documentation http://docs.sun.com/

Support http://www.sun.com/support/
Training http://www.sun.com/training/

Models

The model names used in this manual are as follows.

Server class Model name

Midrange SPARC Enterprise M4000
SPARC Enterprise M5000

High-end SPARC Enterprise M8000
SPARC Enterprise M9000
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Text Conventions

This manual uses the following fonts and symbols to express specific types of

information.

Fonts/symbols

Meaning

Examples

AaBbCc123
or

AaBbCcl23

AaBbCc123

"non

What you type, when contrasted
with on-screen computer output.
This font represents the example of
command impute in the frame.

The names of commands, files, and
directories; on-screen computer
output.

This font represents the example of
command input in the frame.

Indicates names of manuals

Indicates names of chapters,
sections, items, buttons, or menus.

XSCF> adduser jsmith

XSCF> showuser -p

User name: jsmith

Privileges: useradm
auditadm

See the XSCF Reference Manual
See Chapter 1, "XSCF Overview"

Prompt Notations

The prompt notations used in this manual are as follows.

Shell Prompt Notations
XSCF XSCF>

C shell machine-name%
C shell super user machine-name#
Bourne shell and Korn shell S

Bourne shell and Korn shell #

super user

OpenBoot PROM ok
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Syntax of the Command Line Interface
(CLI)

The command syntax is described below.

Command syntax

The command syntax is as follows:

A variable that requires input of a value must be enclosed in <>.
An optional element must be enclosed in [].

A group of options for an optional keyword must be enclosed in [] and delimited
by I.

A group of options for a mandatory keyword must be enclosed in {} and
delimited by |.

The command syntax is shown in a frame such as this one.

Example:

| XSCF> showuser -1

Conventions for Important Messages

This manual uses the following conventions to show the important messages.

Caution-IMPORTANT- This indicates information that could help the user to use the

product more effectively

Software License

The function to explain in this manual uses the softwares of GPL,LGPL and others.
For the information of the license, see Appendix E.
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Limitations and Notes

About Remote Maintenance

m The remote maintenance service setting is a setting to do the remote maintenance
by using the REMCS agent function. When the REMCS agent function is used, it
is set by the XSCF Web in this system. Enable https using the XSCF Shell, then use
the XSCF Web, instead of the XSCF Shell, for the settings in Section 2.1.1, “Setup
Summary by the XSCF Shell” on page 2-2.

m Enabling and Disabling the REMCS Agent function

m The REMCS agent uses the current server timezone. So when you change the
server timezone by XSCF, the following setting is required again for updating the
information of the REMCS center:

s The “Periodical Connection Schedule”

For details on making settings and using the remote maintenance service, see the
manuals about the remote maintenance service in the Enhanced Support Facility User’s
Guide for REMCS.
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Third-Party Web Sites

Sun is not responsible for the availability of third-party web sites mentioned in this
document. Sun does not endorse and is not responsible or liable for any content,
advertising, products, or other materials that are available on or through such sites
or resources. Sun will not be responsible or liable for any actual or alleged damage
or loss caused by or in connection with the use of or reliance on any such content,
goods, or services that are available on or through such sites or resources.

Sun Welcomes Your Comments

Sun is interested in improving its documentation and welcomes your comments and
suggestions. You can submit your comments by going to:

http://www.sun.com/hwdocs/feedback
Please include the title and part number of your document with your feedback:

SPARC Enterprise M4000/M5000/M8000/M9000/ Servers XSCF User’s Guide, part
number C120-E332-06EN.
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CHAPTER 1

XSCF Overview

This chapter provides an overview of the system monitoring and control facility
(eXtended System Control Facility, or XSCEF).

1.1

XSCF Features

The XSCF firmware (Note 1) is a system monitoring and control facility consisting of
a dedicated processor that is independent from the system processor. While input
power is supplied to the server, the XSCF constantly monitors the server even if no
domain is active. The XSCF provides an interface between the user and the server.

The XSCF uses different functions to achieve high system availability. The XSCF
firmware is a single centralized point for the management of hardware
configuration, control of hardware monitoring, cooling system (fan units), domain
status monitoring, power on and power off of peripheral devices (Note 2), and error
monitoring. The XSCF centrally controls and monitors the server. The XSCF also has
a partitioning function to configure and control domains, and it has a function to
monitor the server through an Ethernet connection so that the user can control the
server remotely. Another function is to report failure information to the system
administrator and a remote control input/output function.

Note — (1) XSCF is the firmware running on the Service Processor in the server. In
the rest of this chapter, although XSCF firmware programs are called XSCF
firmware, or XSCF, they all have the same meaning. The board with the installed
XSCF firmware is called the XSCFU (also referred to as the "XSCF Unit") or Service
Processor. Processors on server boards are called CPUs.
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Note — (2) Only the system model with a special interface can power on and off the
peripheral devices. (See Remote Cabinet Interface (RCI) in External Interfaces.)

Redundant XSCFs (High-End Systems Only)

The high-end systems use a redundant configuration of XSCF Units, thereby
providing a high-reliability with the system. The XSCF that controls the server is
called the Active XSCF or Active XSCF Unit, while the other XSCF acts as a backup
and is called the Standby XSCF or Standby XSCF Unit. The Active XSCF and the
Standby XSCF monitor each other, and if an error is detected, they determine when
a failover switching to Active or Standby should be performed.

External Interfaces

The following connectors (ports) and LEDs act as the external interface of the XSCF
Unit. The user, system administrator, and field engineer (FE) can use these ports for
server monitoring and XSCF firmware operations:

m One Serial port that can be used for the command line interface (CLI) (Note 1)

m Two Ethernet ports (XSCF-LAN ports) (10/100BASE-T)
CLI and the browser user interface (BUI) can be used with these ports for server
monitoring and operations. (Note 1)

m USB port that an FE or a system administrator can use to download hardware
information

= Two Uninterruptible Power Control (UPC) ports to connect the entire system with
an Uninterruptible Power Supply Unit (UPS) (Note 2)

m Remote Cabinet Interface (RCI) port to perform power supply interlock by
connecting a system and an I/O device with a RCI device (Note 3)

m Three LEDs (ACTIVE LED, READY LED, and CHECK LED) that indicate the
XSCF Unit status

Note — (1) In this manual, XSCF CLI functions are called “XSCF Shell,” and XSCF
BUI functions are called "XSCF Web.”

Note — (2) An uninterruptible power supply unit is connected for backup power
control purposes in the event of a power outage. In the high-end system, the UPC
interface ports are in the cabinet.
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Note — (3) The RCI is the power and system control interface that interconnects I/O
units with the server, including processors and expansion file units, and performs
such functions as power supply interlock and alarm notification and recognition.

XSCF Unit Panel (Front) on the Midrange Systems

FIGURE 1-1 is an outline drawing of the XSCF Unit front panel on the midrange
systems.

FIGURE 1-1  Outline Drawing of the XSCF Unit Front Panel (An Example of the Midrange
Systems)

XSCF Unit (Front)

6 7 11
= m
) [O[ETT] o Jo o e
@%@@@@@@E@é&@@@@@@é@@g el \:;
1 2 3 45 8 9 10
Number Description Number Description
1 RCI port 7 ACT LED
2 Serial port 8 UPC#1
3 USB port 9 UPC#0
4 ETHERNET#1 port 10 CHECK LED
(XSCF-LANT1 port)
5 ETHERNET#0 port 11 READY LED
(XSCF-LANO port)
6 Link Speed LED
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RCI Port (Note)

When connecting a peripheral device (devices with an RCI connector) to the system,
the RCI port is used for interlocking with a power supply and error monitoring.

Note — To use the RCI function, the server or I/O devices must have a RCI port.

Serial Port

The serial port uses an RJ-45 connector. The serial port is used with the XSCF Shell
to configure server settings and display the server status. A cross cable is used in the
serial port. The connection between the serial port (RS-232C port) and a PC requires
an RJ-45 / RS-232C conversion cable or a conversion connector. For details on serial
port connections, see Chapter 3 and the Installation Guide for your server.

USB Port

The USB port (type A) is used to connect a USB device. The port is compatible with
USB 1.1. The port can be used by a system administrator or an FE to download the
hardware information. For the USB handling, see Chapter 8.

XSCF-LAN Port (Ethernet Port)

There are two XSCF-LAN ports. Both use an RJ-45 connector and are compatible
with 10BASE-T/100BASE-T (TX). The XSCF-LAN ports are used with the XSCF Shell
and XSCF Web to perform system administrator operations, output the system
status, perform domain operations, and display the console. With a connection
between the PC/workstation and LAN, the XSCF-LAN ports are used with the XSCF
Shell and XSCF Web by system administrators or FEs to configure the system
settings, display the system status, and perform component replacement tasks. For
details on using the LAN ports, see Section 1.3, “Types of Connection to XSCE” on
page 1-12 and Chapter 3.

Link Speed LED

Located on each of the LAN ports, the Link Speed LED is a LAN LED that lights up
in green. The Link Speed LED is turned on when a 100-Mbps LAN connection is
established, and it is not turned on when a 10-Mbps LAN connection is established.
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ACT LED

Located on each of the LAN ports, the ACT LED is a LAN LED that lights up in
green. When the communication state is Link up, the ACT LED lights up. When the
communication state is Link down, the ACT LED lights off. The ACT LED lights off
while data is being sent/received though the associated LAN connection. So, the
ACT LED looks like it is blinking by lighting on and off.

UPC Port (Note)

There are two Uninterruptible Power Control (UPC) ports. These ports are
connectors for a connection between the XSCF Unit and the Uninterruptible Power
Supply Unit (UPS) for the system. For details on the connectors, see the midrange
system’s Service Manual.

Note — The UPC port is used only when a UPS is connected.

Note — In the midrange systems, for details on mounting the XSCF Unit, see the
midrange systems’s Service Manual.

CHECK LED

The CHECK LED lights up in orange. If an abnormality occurs in the XSCF Unit, the
CHECK LED turns on. While the XSCF is operating normally, the LED remains off.
The CHECK LED can set to blink using an XSCF Shell command. This can be used to
identify the XSCF Unit even if there is no failure. For details on the LED-related
commands of the XSCF Shell, see Chapter 5 and the XSCF Reference Manual.

Note — The Check LED turns on immediately after the server input power is turned
on.

READY LED

The READY LED lights up in green. When the power supply is turned on, the
READY LED blinks. This blinking LED state indicates that the XSCF has been
started and is being initialized. When XSCF initialization is completed, the LED
stays lit.
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XSCF Unit Front Panels on the High-End Systems

FIGURE 1-2 includes an outline drawing of the XSCF Unit front panel on the high-end
systems. For connections between the model and an expansion cabinet, an XSCF
Unit as shown at the bottom of FIGURE 1-2 is mounted in the expansion cabinet.

FIGURE 1-2 Outline Drawing of Front Panels on the XSCF Unit for Base Cabinet and the XSCF Unit for

1-6

Expansion Cabinet (In High-End Systems)

XSCF Unit (Front)

Number Description Number Description

1 Link Speed LED 7 RCI port

2 ACT LED 8 ACTIVE LED

3 ETHERNET#0 port 9 READY LED
(XSCF-LAN#0 port)

4 ETHERNET#1 port 10 CHECK LED

(XSCF-LAN#1 port)
5 USB port 11

6 Serial port

Connector that connects the XSCF
Unit for base cabinet with the XSCF
Unit for expansion cabinet

SPARC Enterprise Mx000 Servers XSCF User’s Guide ¢ April 2008



The Link Speed LED, ACT LED, XSCF-LAN port, USB port, serial port, RCI port,
READY LED, and CHECK LED shown in have the same functions as those of the
midrange systems shown in FIGURE 1-2. For descriptions of their functions, see the
explanation of FIGURE 1-2.

ACTIVE LED

The ACTIVE LED lights up in green. If the XSCF Unit is in a redundant
configuration, the ACTIVE LED indicates the active XSCF Unit.

Connector That Connects the XSCF Unit for the Base Cabinet With the
XSCF Unit for the Expansion Cabinet

The Connector for connecting between XSCF Units is used to connect the Base
cabinet to an Expansion cabinet. Field engineers should connect this connector.

1.2

XSCF Functions

This section describes XSCF functions.

Monitoring the Server Status and RAS Function (Fault Management)

XSCF constantly monitors the server status, so the system can operate stably. If XSCF
detects a system abnormality, it collects a hardware log immediately and analyzes it
to locate the fault and determine the failure status by using the Fault Management
Architecture (FMA). XSCF displays the status and, if necessary, degrades the faulty
parts, degrades the faulty domains, or resets the system to prevent another problem
from occurring. XSCF thereby maintains high system reliability, availability, and
serviceability (RAS).

XSCF Shell and XSCF Web

XSCF provides the XSCF Shell and XSCF Web that enable the user to display the
server status, operate the system, operate domains, and display the console.
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XSCF Unit Diagnosis

When the input power is turned on or the XSCF is rebooted, XSCF performs initial
diagnostics for the XSCF itself, checks for abnormalities, displays any detected
abnormality, and reports it to the user. While the system is operating, the error
detection facility of the XSCF Unit continues to monitor itself, and if any errors are
detected, it will report them.

Initial System Configuration Function

XSCF configures the initial hardware settings of the XSCF Unit and initializes
hardware as required to start the OS. XSCF also controls the initial system
configuration information.

XSCF User Account Control

XSCF controls the user accounts for XSCF operations.

The basic types of user account privileges controlled by XSCF are listed below. The
server provides the XSCF Shell and XSCF Web, but their privileges depend on the
user privilege (type).

m System administrator

m Domain administrator

m Operator

m Field engineer

For details on the user privileges, see the Administration Guide.

Security

XSCF provides an encryption function using Secure Shell (SSH) or Secure Sockets
Layer (SSL). Any operation error or unauthorized attempt to access XSCF
functionality is recorded in a log. The system administrator can use this information
for troubleshooting system errors and unauthorized login attempts.

Power Control for the Server System and Domains

XSCF has power-on and power-off control of the server and temperature control by
the FAN operation. The user can press the power switch button on the operator
panel to turn on or off the whole system, or the user can use XSCF to turn on and off
the supply of power to the whole system or individual domains.
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The user can power on and off the server by using XSCF as follows:

Power on/off the server or a domain

The user can turn on, turn off, or reset the server by using the XSCF Shell
command from a remote terminal, which is connected to XSCF over a LAN or
serial connection. When the user instructs power off, the OS is automatically shut
down, and then power will be turned off.

Cancelling power on when an error is detected

If a system abnormality occurs, the OS is automatically shut down, and the
subsequent power on will not be started. This can minimize damage to the
system.

OS startup control for power failure

XSCF performs the operations below if a power failure that causes the system to
turn off occurs:

» When a power failure occurs:

XSCF performs emergency power off when the power failure occurs. In a model
connected to a UPS, any running domains may also be shut down automatically.
For a momentary power failure, XSCF may allow the system to continue working
without any shutting down.

s When power is restored:

The system can be set up such that XSCF automatically turns on the power to the
server, then starts up the domains, relieving the system administrator of extra
work.

Note — For details on operation settings for a power failure, see Section 4.4.10,
“Shutdown Wait Time Administration” on page 4-19.

Support of Hot-Swapping of Components Such as the Power Supply Unit
and the FAN Unit

XSCF supports maintenance work with the XSCF Shell during hot-swapping. For
details on the XSCF Shell, see Chapter 5.
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Component Configuration Recognition and Temperature/Voltage
Monitoring

XSCF monitors component information such as the configuration status and the
serial numbers of components in the server. If an abnormality is detected in the
component configuration, it is displayed and reported to the user. XSCF periodically
monitors and displays the temperature inside the server, the ambient temperature,
component temperatures, voltage levels, and FAN speeds (rpm).

Internal Cabinet Configuration, Recognition, and Domain Configuration
Control Functions

XSCF displays the system configuration status, and it creates and changes domain
configuration definitions. It also provides domain start and stop functions, mainly
for its own use. In the server, the user can configure a domain as a single physical
system board (PSB) or a physical system board (PSB) logically divided (eXtended
System Boards: XSBs). The user assigns a domain and the Logical System Boards
(LSBs) number that can be referenced from the domain to the XSBs for control of the
domain configuration. The type of the physical system board (PSB) not logically
divided is called Uni-XSB and the type of the physical system board (PSB) logically
divided into four is called Quad-XSB.

For details on domain configuration, see the Overview Guide for your server and
Chapter 2. Also, for each term, see Glossary.

Dynamic Reconfiguration Function

XSCF supports dynamic system board configuration change operations while the
domains are operating. Dynamic reconfiguration (DR) of a domain can be achieved
using XSCF. For details on DR, see the Dynamic Reconfiguration User’s Guide.

Console Redirection Function

XSCF provides a function that displays the OS console of the Solaris™ Operating
System (Solaris OS) of each domain. With an SSH (Secure Shell) or telnet connection
to XSCF, the user can access the console of any domain in the system. For details on
the console, see Chapter 3.
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Functions for Monitoring and Notification During Operation

XSCF constantly monitors the system operating status, FAN status, ambient
temperature, etc. Using the network function of the cabinet, XSCF accesses the
server to provide the following services:

m Monitoring the server even when the OS is inactive.
m Enabling remote operation of the server.

m Reporting error messages by email to specified addresses. For details, see
Chapter 6.

m Trapping notification with the SNMP Agent functions. For details, see Chapter 7.

Hardware Fault Information Collection (Hardware Log Collection)

XSCEF collects hardware fault information and saves it on the XSCF itself.

The XSCF hardware failure log makes it possible to identify the location of a failure.
The log also provides assistance in anticipating failures on the server and
immediately reports precise information about failures to the user.

For details on error messages and their contents, see Appendix A and Appendix B .
The displayed messages types are as follow:

m An initial diagnostic message is displayed at system startup.

m XSCF monitors the network configuration. If an error is detected, an error
message is generated and displayed.

m XSCF monitors the status of the power supply, FAN, voltage, system board,
memory, CPU, and other components. If an error is detected in a component, an
error message is generated and displayed. Based on the error message, the system
administrator can easily identify the component that needs to be replaced.

m XSCF monitors the temperatures of the cabinet and CPU. If an abnormal
temperature is detected, an error message is generated and displayed. The error
messages make it possible to prevent the system from rising to a higher
temperature and to prevent system instability.

Firmware Update Function

The web browser and commands can be used to download new firmware (XSCF
firmware or OpenBoot PROM firmware) without stopping the domain and to update
firmware without stopping other domains. For details on updating firmware, see
Chapter 8.
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1.3

Types of Connection to XSCF

This section outlines types of connection to the XSCF.

XSCF enables access to the server over a serial port or from networks connected to
XSCF-LAN. FIGURE 1-3 outlines the connections to the XSCF.

FIGURE 1-3 Connections to XSCF (In the Midrange Systems)

SSH/telnet/ SSHt/telnet/
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Connection to the
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LAN

Domain XSCF ! .
: 5_/ serial port

=

Terminal

Note — In the systems with two XSCF Units, the XSCF Unit is in a redundant
configuration, and there are physically twice as many XSCF-LAN ports and serial
ports.

The following connections in the XSCF Unit connection configuration shown in
FIGURE 1-3 are described below:
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1.3.1

Serial port connection
XSCF-LAN Ethernet connection

Serial Port Connection

The serial port enables workstations, PCs, and ASCII terminals to connect to the
XSCF through the serial (RS-232C) port. The user can use the XSCF Shell and access
the domain console.

XSCF-LAN Ethernet Connection

XSCF-LAN Ethernet enables workstations and PCs to connect to the XSCF through
the XSCF-LAN port. The following can be used with XSCF-LAN Ethernet:

XSCEF Shell via a SSH or telnet connection

XSCF Web from a Web browser running on the terminal
Domain console access

Mail reports

SNMP notification

For details on these XSCF functions, see the following chapters:

Settings for each function: Chapter 2

Shell terminal and console connections: Chapter 3
XSCF Shell: Chapter 5

XSCF mail functions: Chapter 6

XSCF SNMP Agent functions: Chapter 7

XSCF Web: Chapter 9

Examples of LAN Connection Operations

The XSCF Unit has two 10/100 Mbps XSCF LAN two ports. TABLE 1-1 to TABLE 1-3
outlines three XSCF-LAN operation examples.
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TABLE 1-1  XSCF-LAN Operation Examples 1

LAN Name Operation

XSCF-LANO port ¢ For system administrator operation
The system administrator can control the server, control
domains, and display the console using the XSCF Shell.
XSCF-LANT1 port e For field engineer operation

Field engineers can configure the server and perform
maintenance tasks using the XSCF Shell.

¢ For remote maintenance service operation

TABLE1-2  XSCF-LAN Operation Examples 2

LAN Name Operation

XSCF-LANO port ® For system administrator operation
¢ For remote maintenance service operation

XSCF-LANTI port Not used

Note — The serial port is used by maintenance engineers.

TABLE 1-3  XSCF-LAN Operation Examples 3

LAN Name Operation

XSCF-LANO port ¢ For system administrator operation
¢ For maintenance operation
¢ For remote maintenance service operation

XSCF-LANT1 port Same as above

Caution — IMPORTANT - The IP address of XSCF-LAN#0 and the IP address of
XSCF-LAN#1 must be specified in different subnet addresses.

Note — The two XSCF-LAN ports are used for the same purpose (alternate path
configuration). For details on these connections, see Chapter 3.
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XSCF-LAN Redundancy

In the midrange systems, the XSCF-LAN paths can be made redundant (duplicated).
If a LAN failure occurs, it contributes significantly to reducing system availability.
However, in a system equipped with a duplicate LAN, the routes (paths) in the
remaining network can be used even if one subnetwork is faulty. In this way, high
system availability can be achieved.

FIGURE 1-4 shows configurations with a single mounted XSCF Unit: one where the
LAN is not redundant, and the other with a redundant LAN. (In FIGURE 1-4 and
FIGURE 1-5, the ordinary lines represent subnetwork connections and the thick lines
represent network connections.)

FIGURE 1-4 XSCF-LAN Redundancy (In Midrange Systems)

a) No redundant LAN b) Redundant LAN

Failure of

path or XSCF

Failure of a path

29 N %_ T

XSCF

Sy

XSCF

stem System

In the configuration with a single XSCF Unit, XSCF-LAN cannot be used by any
XSCF Unit failure even if the XSCF-LANSs are redundant (duplicated). In the
configuration example shown in FIGURE 1-5, the XSCF-LANSs are redundant and the
XSCF Unit is in a redundant configuration. If one subnetwork is faulty, the
remaining path can be used (FIGURE 1-5-c). If the active XSCF Unit is faulty, XSCF
initiates failover (FIGURE 1-5-d). Therefore, high network availability can be achieved.
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FIGURE 1-5 Two XSCF-LANs and Two XSCF Units Configuration

c) A subnet failed
Failure of a path

Active Standby
XSCF XSCF

Sylstem

d) XSCF failed

Active Standby
XSCF XSCF

NS,

XSCF failed Failover

stem

For details on LAN configurations and connections, see Chapter 3. For details on
specifying IP addresses, see Chapter 2.
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1.3.2 NTP Configuration and Time Synchronization

The system uses the XSCF Unit clock for the system standard time.

The domains in the server synchronize their times based on the XSCF Unit clock
when the domains are started. The XSCF Unit clock can be adjusted to the exact time
through a network connection to an external NTP server. In that way, the XSCF Unit
becomes the NTP server and an NTP client.

Only domains may specify XSCF as an NTP server.

Note — Alternatively, the domains can synchronize their times through a connection
to an external NTP server. However, there is a possibility that time differences exist
between the XSCF and the domain. If you connect the domain to an external NTP,
please connect the high rank NTP server that supplies the time of the same accuracy
as the domain as for XSCF.

For details about NTP server setting, see Chapter 2.

TABLE 1-4 outlines XSCF and domain time synchronization methods.

TABLE 1-4  XSCF Unit and Domain Time Synchronization

Client Primary NTP Server Time Synchronization Method
Domain XSCF Unit The domain time is adjusted to the XSCF Unit clock time.
XSCF Unit operates as the NTP server.
External NTP server The domain time is adjusted to the standard time of the external NTP
server.
XSCF No connection The XSCF Unit time is the time in initial system settings or the time
set by the setdate (8) command. (Note)
External NTP server The XSCF Unit time is adjusted to the standard time of the external
NTP server.

Note — For details on the setdate (8) command, see the XSCF Reference Manual.

Chapter 1 XSCF Overview 1-17



1.3.3

About the CD-RW/DVD-RW Drive Unit and Tape
Drive Unit

A basic cabinet and an expansion cabinet contain one CD-RW/DVD-RW drive unit
and tape drive unit (hereafter collectively called DVD drive/tape drive unit)
respectively, and they are assigned to a single operating domain of each cabinet. In
the midrange system, the domain that uses a minimum XSB number of number 0 of
the MotherBoard Unit (MBU#0) can use the DVD/tape drive unit.

In the high-end systems, the DVD drive / tape drive unit can be used by assigning
it to a specific card port on the I/O unit. To assign a different port, specify the unit
by using the XSCF Shell. For details on this DVD drive / tape drive unit setting, see
Chapter 2.

1.4

1-18

XSCF User Interfaces

This section describes the XSCF user interfaces.
1. XSCF Shell (Ethernet Connection):

A set of shell commands you can use from a PC or a terminal connected to the XSCF
over an XSCF-LAN Ethernet connection using SSH or telnet.

In the XSCF Shell (Ethernet connection) terminal, the console for each running
domain can also be used.

2. XSCF Shell (Serial Connection):

A set of shell commands you can use from a PC or terminal directly connected to the
XSCF by a serial cable.

In the XSCF Shell (Serial connection) terminal, the console for each running domain
can also be used.

3. XSCF Web:

A set of browser user interface (BUI) operations you can use from a web browser
connected to the XSCF over the XSCF-LAN Ethernet.

4. XSCF SNMP Agent functions:

SNMP manager commands used to monitor the operation of the server's network
functions.

5. XSCF mail functions:
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Sends email reports of the system status.

Caution — IMPORTANT - To use the function as explained above, you must create
your XSCF account. Please create your account before you start using the XSCF
functionality. In addition, please create an account for your field engineer (FE) with
the privilege of fieldeng during initial setup.

Note — For details about connecting to XSCF consoles, see Chapter 3.

To use these XSCF interfaces, users need to log in to XSCF with an XSCF user
account, and then enter a password. When a user successfully logs into XSCF but the
user leaves the session without any activity for a specified length of time, XSCF
automatically logs the user out. XSCF monitors user operations and keeps a detailed
access record containing the names of users who logged in and login times. For
details on the user privilege required for control of this access record, see

Section 1.4.1, “User Accounts and User Privileges” on page 1-20.

For details on login, see Chapter 5. For details on authentication and Web functions,
see Chapter 9. For details on user account registration and mail function settings, see
Chapter 2.

TABLE 1-5 outlines XSCF Functions and Connection Ports.
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TABLE 1-5

XSCF Functions and Connection Ports

Functions

Contents Serial port

XSCF LAN
Ethernet

XSCEF Shell

XSCF Web

Mail report

SNMP trap
report

* Monitors the server S
The status of the system can be checked.
® System power can be controlled from a remote location

The system power can be turned on and off and the system can
be rebooted from a remote location.

¢ Displays the server configuration

The internal configuration of the server can be checked.
e Set up the server

Many server settings can be set.

® Supports system maintenance

Issues instructions for firmware update operation and
component replacement.

e OS console function
You can access to the OS console and/or OpenBoot PROM
prompt.

Provides the same functions as the functions of the XSCF Shells, -
but provides graphical displays for easier operation.

Mail notification in the event of a failure enables prompt action -
to be taken.

Enables consolidated control for system administration in -
conjunction with SNMP manager.

S

1.4.1

Note — Symbols: S: Supported. — : Not supported.

User Accounts and User Privileges

The system administrator and field engineers log in to XSCF with XSCF user
accounts that allow them to refer to the status of any part of the entire system and
work on all parts of the system. Each domain administrator uses an XSCF user

account that enables system control of one domain.

For the server, the system administrator must consider both a user account that
controls the whole system and a user account that administers each domain. When a
user is registered, the user is assigned a privilege that controls the XSCF operations
available to that user. This is referred to as the user privilege of the registered user

account.
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For example, to set up a domain administrator, the user privilege for the domain is
specified. Moreover, you can provide system monitoring privileges, for instance,
without system operation privileges. You can also limit privileges to specific
domains.

TABLE 1-6 lists user privilege names and outlines the user privileges.

TABLE 1-6  User Privilege Names and Descriptions

User privilege

Outline Description of Defined Contents

domainop@n

domainmgr@n

domainadm@n

platop

platadm

useradm

Reference of the status of any e Can refer to the status of any hardware mounted
part of one entire domain_n in a domain_n.

e Can refer to the status of any part of a domain_n.

e Can refer to the information of all system boards
mounted.

Power supply operations and ¢ Can power on, power off, and reboot a domain_n.

reference of the status of only e Can refer to the status of any hardware mounted
one domain_n in a domain_n.

¢ Can refer to the status of any part of a domain_n.
¢ Can refer to the information of all system boards

mounted.
Control of only one e Can operate all hardware mounted in a domain_s.
domain_n e Can refer to the status of any hardware mounted

in a domain_n.
e Can operate all of a domain.
e Can refer to the status of any part of a domain_n.

e Can refer to the information of all system boards
mounted.

Reference of the status of any e Can refer to the status of any part of the entire
part of the entire system server but cannot change it.

Control of the entire system ® Can operate all hardware in the system.

¢ Can configure all XSCF settings except the
useradm and auditadm privilege settings.

e Can add and delete hardware in a domain.
e Can do the power operation of a domain.

e Can refer to the status of any part of the entire
server.

User account control e Can create, delete, invalidate, and validate user
accounts.

¢ Can change user passwords and password
profiles.

¢ Can change user privileges.
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TABLE1-6  User Privilege Names and Descriptions (Continued)

Can refer to the XSCF access monitoring status
and monitoring methods.

Can monitor and control XSCF access.
Can delete an XSCF access monitoring method.

Allows field engineers to perform the maintenance
tasks or change the server configuration.

User privilege Outline Description of Defined Contents
auditop Reference of the Audit status e
auditadm Audit control (Note) .
L]
fieldeng Field engineer operations .
none None .

When the local privilege for a user is set to none,
that user has no privileges, even if the privileges
for that user are defined in LDAP.

Setting a user’s privilege to none prevents the
user’s privileges from being looked up in LDAP.

Note — The Audit function monitors user operations and keeps a detailed access
record containing the names of users who logged in and login times.

Note — (@n) "@domain number" is added behind the privilege name for the target
domain privilege. (Example: The domainadm for domain ID 1 is domainadm@1).
Also, a user account can have privileges over multiple domains, and not just the

target domain.

For details on user privileges, see the Administration Guide. For details on setting up
user accounts and setting user privileges, see Section 2.2.2, “User Account

Administration” on page 2-29.
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CHAPTER 2

Setting Up XSCF

This chapter explains how to set up XSCF.

2.1

XSCF Setup Summary

Each XSCF function must be configured before it can be used. Make the following
settings:

m User Account Administration (required)
m Network Configuration (required)

m Time Administration (required)

m SSH/telnet Administration (optional)

m Mail Administration (optional)

m LDAP Administration (optional)

m Https Administration (optional)

m Log Archiving Administration (optional)
m Audit Administration (optional)

m SNMP Administration (optional)

m Remote Maintenance Service Setting (see the following note) (optional)
m Domain Configuration (required)

m System Board Configuration (required)
m Domain Mode Configuration (optional)
m Locale Administration (optional)

m Altitude Administration (required)

m DVD Drive/Tape Drive Unit Administration (optional)

2-1
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2-2

s COD Administration (optional)

Note — This document does not provide details on the remote maintenance service
function. For details on making settings and using the remote maintenance service,
refer to the manual describing the remote maintenance service in the “SPARC
Enterprise Mx000 Servers Documentation” on page xx.

Note — After the XSCF is set up, the settings are automatically saved in XSCF
internally and in the operator panel. Once you have configured the XSCEF, it requires
no day-to-day management. You don’t need to save or restore the XSCF setup
information.

About Setup Flow
The XSCF Shell or XSCF Web can be used to set up XSCF.

Each setting items and the step summary are explained in Section 2.1.1, “Setup
Summary by the XSCF Shell” on page 2-2 and Section 2.1.2, “Setup Summary Using
the XSCF Web” on page 2-11. Details on each step in Section 2.1.1, “Setup Summary
by the XSCF Shell” on page 2-2 and Section 2.1.2, “Setup Summary Using the XSCF
Web” on page 2-11 are provided in Section 2.2, “Specifying the XSCF Settings” on
page 2-14.

Setup Summary by the XSCF Shell

This section describes the step summary of setup using the XSCF Shell. This
procedure contains examples of command usage and setting items. For details on
settings, see the corresponding parts of Section 2.2, “Specifying the XSCF Settings”
on page 2-14.

Note — Establish one-to-one communication between the PC and XSCF during the
initial setup.

1. Connect to XSCF (serial) and log in.

To configure XSCEF, the system administrator or a field engineer first uses the
XSCF default user account. Before an appropriate user account for the user
environment is created, log in with the following default user account and
password:
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m Default user account: default
The user privileges are useradm, platadm.
m Default password:

The default password is not input directly on the keyboard. Instead, after the
default user account is input, the mode switch of the operator panel is
operated as follows.

If Locked -> Change to Service -> Press return -> Keep the status for more than
5 seconds. -> Change to Locked -> Press return

(Or if Service -> Change to Locked -> Press return -> Keep the status for more
than 5 seconds. -> Change to Service -> Press return)

This mode switch operation is done within one minute. When one minute is
passed, the authentication timeout occurs.

» To begin the configuration, connect the XSCF Shell over a serial connection
using any terminal software. The shell can be used immediately following
connection to the serial port.

<Terminal screen Ilmage>
login:

» Log in with the default user account. Follow the instructions to change the
mode switch of the operator panel, and operate the mode switch within one
minute.

login: default

Change the panel mode switch to Service and press return...
(Operation : Locked state -> Service -> Return)

Leave it in that position for at least 5 seconds. Change the panel

mode switch to Locked, and press return...

(Operation : Wait more than 5 seconds -> Service state ->
Locked -> Return)
XSCF>

Note — When the server is running normally, the mode switch is set to the Locked
position.
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2. Set the password policy.

¢ Display and set a password policy. showpasswordpolicy(8)
setpasswordpolicy(8)
(See Section 2.2.2, “User Account
Administration” on page 2-29)

(This table includes the example of setting items and command used. It is similar
thereafter.)
3. Create an XSCF user account, password and privileges.

m Create at least one user account with the user privileges of platadm and useradm:
(Note)

XSCF> adduser yyyy (Note)

XSCF> password yyyy

XSCF> setprivileges xxxxxx

(See Section 2.2.2, “User Account Administration” on page 2-29)

(The screen is an operating procedure image.)

Note — In preparation for maintenance work, please create an account for a field
engineer (FE) with the privilege of fieldeng during the initial set up.

The default user account is publicly available information. When installation is
completed, create an appropriate user account for the user environment and log in
again with the new user account. For details on the user privileges, see the
Administration Guide.

Note — When you add the user account, use the showuser (8) command with -1
option to confirm that there is no illegal user account in the user account list.
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4. Set the time.

® Set and display the time zone. showtimezone(8)
¢ Set and display the XSCF time. settimezone(8)
showdate(8), setdate(8)

¢ Reset the time subtraction between the XSCF  resetdateoffset(8)
and the domain. (See Section 2.2.4, “Time Administration”
on page 2-40)

m When the system time is updated, the XSCF reset is done and the XSCF session is
disconnected. Please log in again to the XSCF using the new user account.

Note — NTP settings (setntp(8)) are done after the Network settings or the Domain
Configuration.

5. Configure the SSH/telnet settings.

e Select SSH or telnet. setssh(8), settelnet(8),
¢ Display and specify the timeout monitoring showautologout(8),
period. setautologout(8),

(See Section 2.2.5, “SSH/Telnet
Administration” on page 2-48)

Note — XSCF reset is required to enable SSH and to disable telnet. Go to the next
step when you reset it later.

If you want to reset XSCF immediately, use the rebootxsct (8) command. After the
XSCEF reset, the XSCF session is disconnected. Log in again to the XSCF.

Note — You can enable SSH and telnet at the same time. However, the telnet
connection is not a secure connection protocol. We recommend that when you enable
SSH that you disable telnet.

6. Confirm the XSCF host public key.

m Before using SSH for XSCF-LAN connection, record the fingerprint. Or, copy the
text data of the host public key and save the data to a specific directory of the
client. (The following screen is an example.)
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XSCF> showssh

SSH status: enabled

RSA key:

ssh-rsa
AAAAB3NzaClyc2EAAAABIWAAAIEArmf46B4xSvunUNZPWOi4mRbgO9hsunxHitwR/
0P6NTQLNK8BgCpCsyzKbnfjrARztOlrgXIdFfXLDEIY2hudEkuMCjyorX1HK+d8WH
C7eydTCM8Edwwtwm0Q4066peB/QwI/0L41DCNRg+4aGyWUHZBwmiwahum+7MJIDCKsS
fKKM=

Fingerprint:

1024 14:75:fd:5c:el1:68:79:f6:db:cb:a7:36:25:53:25:9a

DSA key:

ssh-dss
AAAAB3NzaClkc3MAAACBAMMGlewTyceFX7EnKuDIplBVnuxf+UTtALVink fXLQObUn
gn84G8xp9GPNWOPNgiWXXAL8wInQrpz9wFd7ndszk74HALM+gTIhpjbpdXR76FpEvVO
MzCi6gYuv4dyQ/0+uKCHMJEfzIOvQNDoofVEIXYRKXTIYVQY5+mtsf+44ToGzdJbxAAA
AFQCTNSxe0+5hbDziC01gvch7FAUM3QAAATIBKGSbFr3XMYxubT7ViDHHIFgFpjEMw
DREJD05g7XwlslgFX4Ff2ngIltepyfnok/CeDilbv1Xs0JGAGsbcwpBeKe7YcSepM3
xe8vGXSIAVgGhbiDvgbO9P1gln58gEKTA2Cj5L9a+6usSYfKHOSDhnvX3R8/Hk+Iiy
6EUaVSaJUHJjgAAATAZ+gQahRLAMUOg5FCuQ000xgfZzExRBIalQ7sBhMTrgldksKP
+yPNI9YjIw6QIXUD69acCWHD+nIKBTNSAO/NdwxDRKU2+9cOvNriUpbs5RoZgiCNCA
TnMMQUMFTzc78nd3w+pcjD5mBB6KELKUQurWbIDELTgYJcfm52C9TIR5WA==
Fingerprint:

1024 e2:66:1a:c8:8f:37:6f:ec:6c:2a:d4:93:a7:6f:dc:5c

7. Installing the user public key.

m Before using the SSH user key for an XSCF-LAN connection, generate a user
private key and a user public key for a created XSCF user account with your
client software. Then install the user public key to XSCFE.

* Generate the SSH user key. (Set in client) showssh(8), setssh(8)
¢ Display, Install, and Delete the SSH user public ~ (See Section 2.2.5, “SSH/Telnet
key. Administration” on page 2-48)
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. Configure the network.

Display and set the DSCP. showdscp(8), setdscp(8),

Display XSCF network settings (enable/disable, IP shownetwork(8),

address, netmask) and configure an XSCF network. setnetwork(8)

Display and set XSCF host name. showhostname(8),
sethostname(8)

Display XSCF route settings (destination IP address, = showroute(8), setroute(8)
gateway, netmask, interface) and configure an XSCF
route.

Display and make the DNS settings (enable/disable, shownameserver(8),
IP address, add/delete). setnameserver(8)

Apply network settings. applynetwork(8)

(See Section 2.2.1, “Network
Configuration” on page 2-15)

Perform the applynetwork (8) command to apply the network settings. To
complete the network settings, the XSCF reset is required. Go to the next step
when you reset it later. When you want to reset it now, perform the rebootxscf
(8) command to apply the settings. Then, the XSCF reset is done and the XSCF
session is disconnected. Please connect the XSCF and log in to the XSCF again.

Here, when you set up the XSCF by the XSCF-LAN connection, please change the
cable from the serial port to the XSCF-LAN port. (Change the serial cable to the
LAN cable.) When you use the controller that converts the RS-232C interface and
LAN interface, you do not need to change the cable. Reconnect to the XSCF using
the new user account and the new IP address and login to the XSCF again.

For details on connecting the SSH, telnet, and serial port, and login to the XSCF,
see Chapter 3. Moreover, the telnet connection is not a secure connection protocol.
We recommend that you use SSH.

During login using SSH on XSCF Shell (Ethernet connection), you are prompted
to confirm the authenticity of the fingerprint of the host public key. The reply is
"yes" if the fingerprint is the same as the memo in Step 6. If the reply is not the
same, please confirm that the IP address is correct and not duplicated. There is a
possibility that IP address spoofing has occurred.

RSA key fingerprint is xxxxxx
Connecting? [yes|no] . yes

Type the passphrase you have already set in the case that you would be using
SSH with user key authentication.
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Enter passphrase for key ’/home/nana/.ssh/id_rsa’ :XXXXxxxx
Warning: No xauth data; using fake authentication data for X11
forwarding.

Last login: Fri Sep 1 10:19:37 2006 from client

9. Configure the mail settings.

¢ Display mail notification settings, and showsmtp(8), setsmtp(8),
configure and test mail notification. showemailreport(8),
setemailreport(8)

(See Section 2.2.10, “Mail
Administration” on page 2-85)

10. Configure the LDAP settings.
m  Configure XSCF as an LDAP client (Note).

¢ Display and set LDAP client information. showldap(8), set1dap(8)

(See Section 2.2.3, “LDAP Administration”
on page 2-35)

Note — Lightweight Directory Access Protocol (LDAP): Protocol used to access
directories and databases in TCP/IP networks. Before using an LDAP server,
download a certificate, create a public key, and perform user registration in the
applicable directory in the user environment. This manual does not provide details
on LDAP, so see the available LDAP manuals.

11. Configure the user account settings.

e Add or delete a user account. adduser(8), deleteuser(8),

* Change a user account password. password(8),

* Display user account information. showuser(8),

e Enable or disable a user account. enableuser(8), disableuser(8),
® Specify a user privilege. setprivileges(8)

(See Section 2.2.2, “User Account
Administration” on page 2-29)
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12. Configure the log archiving settings.

¢ Display log archiving settings and
configure log archiving.

showarchiving(8), setarchiving(8)

(See Section 2.2.8, “Log Archiving
Administration” on page 2-69)

13. Configure the audit settings.

¢ Display audit settings and configure
auditing.

showaudit(8), setaudit(8)
(See Section 2.2.7, “Audit Administration”
on page 2-62)

Note — The auditadm privilege is required for the audit settings.

14. Configure the SNMP settings.

¢ Display Agent settings and configure
Agent.

* Display and specify the notification
destination server.

showsnmp(8), setsnmp(8),
showsnmpusm(8), setsnmpusm(8),
showsnmpvacm(8), setsnmpvacm(8)

(See Section 2.2.9, “SNMP Administration”
on page 2-74)

15. Make the settings for using the remote maintenance service.

Note — This document does not provide details on the remote maintenance service
functions. For details on making settings and using the remote maintenance service,
refer to the manual describing the remote maintenance service listed in “SPARC
Enterprise Mx000 Servers Documentation” on page xx.

16. Configure the system board settings.

¢ Display and set a memory mirror mode.

¢ Display and specify system boards
separately from the XSB. (Uni-XSB or
Quad-XSB displaying and settings.)

showfru(8), setupfru(8)

(See Section 2.2.12, “System Board
Configuration” on page 2-114)
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17. Configure the domain settings.

Display domain information and specify
the domain configuration. (DCL
displaying and settings (Note 1),
configuration policy settings (Note 2),
System board settings)

* Add or delete a system board.

showboards(8), showdc1(8), setdcl(8)

addboard(8), deleteboard(8)

(See Section 2.2.11, “Domain Configuration”
on page 2-88)

Note — (1) The Domain Component List (DCL) is definition data for the hardware
resources that constitute a domain. There is one DCL per the logical system board.
Each domain has up to 16 logical system boards. The DCL is used to add a hardware
resource that constitutes a domain and to display resource configuration
information. For details on the DCL, see Section 2.2.11, “Domain Configuration” on
page 2-88, the Administration Guide, and the Dynamic Reconfiguration User’s Guide.

Note — (2) In the configuration policy settings, a degradation range applicable to
errors detected during initial hardware diagnosis can be specified.

18. Configure the domain mode settings.

¢ Display and make the domain mode
settings. (Break signal sending on/off,
enable/disable Host watchdog

monitoring, automatic boot setting, CPU

operational mode)

showdomainmode(8), setdomainmode(8)

(See Section 2.2.13, “Domain Mode
Configuration” on page 2-117)

Note — The automatic boot setting enables you to specify whether to boot the Solaris
OS, and sets the auto-boot? OpenBoot PROM variable to be either true or false.

19. Configure the Locale settings.

¢ Display and set the Locale.

showlocale(8), setlocale(8)

(See Section 2.2.14, “Locale Administration”
on page 2-127)
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2.1.2

20. Configure the Altitude Administration settings.

¢ Make the Altitude Administration. showaltitude(8), setaltitude(8)

(See Section 2.2.15, “Altitude
Administration” on page 2-128)

Note — Normally, the Altitude Administration is set up by FE. Also, the privilege of
fieldeng is required.

21. Configure the DVD drive/tape drive unit settings.

¢ Display DVD drive/tape drive unit cfgdevice(8)
information, including connection (See Section 2.2.16, “DVD Drive/Tape Drive
information, and configure the devices. Unit Administration” on page 2-129)

22. Configure the capacity on demand (COD) settings.

¢ Display and set the COD. showcodlicense(8), addcodlicense(8),
deletecodlicense(8), showcod(8),
setcod(8), showcodusage(8)
(See Section 2.2.17, “COD Administration”
on page 2-132)

Setup Summary Using the XSCF Web

This section describes the setup summary using the XSCF Web. This procedure
contains examples of the windows that are used. For details on settings, see the
corresponding parts of Section 2.2, “Specifying the XSCF Settings” on page 2-14.

Before attempting to establish a connection to the XSCF and log in from the web
browser window of the XSCF Web, perform Step 1 - Step 8 in Section 2.1.1, “Setup
Summary by the XSCF Shell” on page 2-2, and enable https in Section 2.2.6, “Https
Administration” on page 2-54. If you have already performed Step 1 to Step 8 in
Section 2.1.1, “Setup Summary by the XSCF Shell” on page 2-2, start the procedure
in this section at Step 9.

In addition, establish one-to-one communication between the PC and the XSCF
during initial setup.
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1. Connect to and log in to XSCF (serial). (Same as Step 1 in Section 2.1.1, “Setup
Summary by the XSCF Shell” on page 2-2.)

2. Set the password policy. (Same as Step 2 in Section 2.1.1, “Setup Summary by
the XSCF Shell” on page 2-2.)

3. Create an XSCF user account, password and privileges. (Same as Step 3 in
Section 2.1.1, “Setup Summary by the XSCF Shell” on page 2-2.)

4. Set the time. (Same as Step 4 in Section 2.1.1, “Setup Summary by the XSCF
Shell” on page 2-2.)

5. Make the SSH/telnet settings. (Same as Step 5 in Section 2.1.1, “Setup Summary
by the XSCF Shell” on page 2-2.)

6. Confirm the XSCF host public key. (Same as Step 6 in Section 2.1.1, “Setup
Summary by the XSCF Shell” on page 2-2.)

7. Install the user public key. (Same as Step 7 in Section 2.1.1, “Setup Summary by
the XSCF Shell” on page 2-2.)

8. Configure the network. (Same as Step 8 in Section 2.1.1, “Setup Summary by the
XSCF Shell” on page 2-2.)

9. Make the https settings.

Enable or disable the https. sethttps(8)

Import the web certificate. (See Section 2.2.6, “Https Administration”
on page 2-54)

Note — To enable https, the XSCF reset is required. Reset the XSCF by using the
rebootxscf (8) command. After the XSCF reset, the XSCF session is disconnected.
Log in again to the XSCF.

m Change to the XSCF-LAN connection when you connect the serial cable.

10. Establish a connection to XSCF and log in from a web browser.

m Specify the host name or the IP address of the XSCF during the network
configuration, in a web browser running on a PC with an XSCF-LAN port used to
establish a connection to the XSCF.
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<Web browser screen image>

URL https://192.168.111.111/ (The IP address of XSCF is input by number)
Alternatively:

https://XSCF-host-name/ (Not the host name of a domain)

(This screen image is an example and differs from the actual screen display.)

Note — The web browser window for the XSCF Web is called the XSCF Web console.

m Login.

<Web browser screen image>

login:yyyy

Password : xxxxxxxx

(This screen image is an example and differs from the actual screen display.)

Note — When connecting using https, a warning message appears in the web
browser until the certificate is installed.

11. Open the XSCF Administration window.

<Web browser screen image>

XSCF Web console

- Remote Maintenance Service Administration
- Firmware Update

(This screen image is an example and differs from the actual screen display.)

m The remaining setting items are the same as those applicable to setup using the
XSCF Web. Referring to the setup flow, proceed to Step 9 and later steps in
Section 2.1.1, “Setup Summary by the XSCF Shell” on page 2-2. For details on the
commands used to make settings, see the corresponding parts of Section 2.2,
“Specifying the XSCF Settings” on page 2-14.
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2.2

214

Specifying the XSCF Settings

This section describes the XSCF settings in detail.

XSCF settings can be made in the following ways:

On the PC connected to the serial port, or you can specify the IP address of the
XSCEF to establish a connection to the XSCF, and then use the XSCF Shell over an
Ethernet or a user LAN connection.

Specify the host name or the IP address of the XSCF in a web browser running on
a PC with an XSCF-LAN connection in order to establish a connection to the
XSCF, and then use the XSCF Web (see the following note).

Note — If the XSCF Web is not supported, or you want to set a function that is not
supported on the XSCF Web, use the XSCF Shell to make these settings. For the
support information, see the related documentation.

To describe the XSCF settings, each subsequent section is formatted as follows:

1.

Each section first uses tables to explain terms, setting items, functions, and XSCF
Shell commands.

Each section then provides setting examples. When you set up by using XSCF
Web, see the "Web browser operation" sections. When you set up by using XSCF
Shell, see the "Command operation" sections.

» For details on individual XSCF Shell commands, options, and privileges, see
the XSCF Reference Manual or the man page.

» For details on the screen layout, start procedure, and operation of the XSCF
Web, see Chapter 9.

s For details the connection between a PC and XSCF, the connection to a
terminal, or how to log in to XSCF, see Chapter 3.
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2.2.1

Network Configuration

Network Configuration is used to specify items relating to network interfaces,
routing, and DNS.

TABLE 2-1 lists terms used in Initial Configuration.

TABLE 2-1  Network Configuration Terms

Term

Explanation

XSCF network
interface

ISN

General term for an interface required in XSCF network configuration. Such interfaces
include the following:

[First XSCF Unit]

o XSCEF-LAN#0 (Active side)

e XSCF-LAN#1 (Active side)

e ISN (Active side) (If the XSCF Unit is redundant)

[Second XSCF Unit] (If the XSCF Unit is redundant)

e XSCF-LAN#0 (Standby side)

e XSCF-LAN#1 (Standby side)

e ISN (Standby side)

Takeover IP address (If the XSCF Unit is redundant)

¢ XSCF-LAN#0s

¢ XSCF-LAN#l1s

DSCP:

® XSCF side (One IP address is required.)

* Domain side (One IP address is required for each domain, therefore, the IP addresses
for the maximum number of domains are required.)

Abbreviation for Inter SCF Network.

This network is between two XSCF Units (active and standby). ISN is used for a system
with a redundant XSCF configuration.

Takeover IP address A takeover IP address (virtual IP address) is set between each XSCF#x-LAN#0’s Unique

DSCP

addresses of two XSCF Units. The XSCF#x-LAN#1s are also the same. Even if the active
XSCF and the standby XSCF are switched, the IP address takeover can be done at each
"LANs".

Domain-SP Communication Protocol. This interface protocol is used between XSCF and
a domain. DSCP settings are made with XSCFE. The network of the domains and the
XSCF connected by DSCP might be called DSCP links.

Note — Systems with two XSCF Units can only be high-end units.

TABLE 2-2 lists setting items and the corresponding shell commands.
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TABLE 2-2

Network Configuration

Item

Description

Shell Command

Remarks

Display network Displays XSCF network interfaces. shownetwork If the XSCF Unit is

Also, displays the following network status:  showdscp redundant, the

* Number of bytes of the receive queue connec.tion. status of the

buffer. other side is not

¢ Number of bytes of the send queue buffer. displayed.

® Local address and port.

* Host address and Socket port number.
Enable/disable Enables or disables an XSCF network interface setnetwork e When the XSCF Unit
network (see TABLE 2-1). setdscp is a redundant model,
IP address Specifies .the following IP address of the XSCF ODfeIfg;l tjrzftLPe address
(Note) network interfaces (see TABLE 2-1). following;

* One or both of the XSCF-LAN ports XSCF#0:192.168.1.1

* DSCP _ XSCF#1:192.168.1.2

. >gl(\:Ii:"[I“jrl:ietoi\;elrlsl(fdilclclress (if a redundant e No defaul.t §etting has

been specified for the

netmask Sets a netmask for an XSCF network interface. other interfaces.

If this item is omitted, a netmask * You can use a single

corresponding to the IP address is set. LAN port for

e Class A: 255.0.0.0 XSCE-LAN. For -

¢ Class B: 255.255.0.0 Ie‘f;mc;ﬁlésfoszzemon

e Class C: 255.255.255.0 Chapter 3.
Display host Displays a host name and the host name showhostname
name informations.

A Fully Qualified Domain Name (FQDN) can

be displayed
2-16 SPARC Enterprise Mx000 Servers XSCF User’s Guide ¢ April 2008



TABLE 2-2

Network Configuration (Continued)

Item

Description

Shell Command Remarks

Host
name/domain
name

Display route

Add/delete
route

Sets a host name and a domain name for the
XSCF Unit.

FQDN cannot be specified for the host name.
A host name can be specified up to 64
characters.

A domain name can be specified up to 254
characters with the host name included, with
label elements delimited by a period(.).

A label element can contain alphanumeric
characters (a to z, A to Z, 0 to 9), hyphens (-),
and period (.). Each label element must
always begin with an alphabetic character and
end with an alphanumeric character.
However, you cannot use a period (.) in a host
name.

Displays the XSCF routing environment as
follows:

Network interface (see TABLE 2-1), Destination
IP address, Gateway, netmask,

Flags.

The meanings of the Flags are as follows:
: route is up
: target is a host

U

H

G : use gateway
R : reinstate route for dynamic routing
C : cache entry

|-

reject route

Adds a route to or deletes a route from an
XSCF network interface.

Specify the following:

e Network interface

¢ Destination IP address (Destination)
¢ Gateway

* netmask

sethostname No default setting has

been specified.

showroute

setroute The setting of routing
information in each
interface can be set up to

eight respectively.
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TABLE 22  Network Configuration (Continued)

Item

Description Shell Command Remarks

Display DNS
Add/delete DNS

Apply network

Displays XSCF name servers. shownameserver

Add or delete the IP address of a name server. setnameserver No default setting has

Up to three name servers can be registered. been specified.

Names can be solved in the order specified. If the DNS connection is
necessary, this setting is
done.

Apply network settings. applynetwork

Note — To complete the network settings, the XSCF reset is required. Reset the XSCF
by using the rebootxscf (8) command. After the XSCF is reset, the XSCF session is
disconnected. Please log in again to the XSCE.

Note — In systems with two XSCF Units (the high-end systems), the two XSCF Units
are connected by system internal ports, which are the RS-232C (serial) ports and the
LAN ports. Each XSCF Unit monitors the status of the other one and they exchange
system information through these communication paths. When the system is
initially set up, the user must specify the IP address for internal LAN routes.

Note — In the high-end systems, up to 33 IP addresses are usually specified: four for
XSCF-LAN ports, two for the ISN, two for the Takeover IP addresses, and up to 25
for DSCP on both the XSCF and domain sides. In the midrange system, up to seven
IP addresses are usually specified: two for XSCE-LAN ports and up to five for DSCP
on both the XSCF and domain sides.

Caution — IMPORTANT - If the XSCF Unit is redundant, issue the commands to
setup all XSCF on only the Active XSCF Unit. The command need not be executed
on both (Active and Standby) XSCF Units. The XSCF setting cannot be performed on
the standby side.

XSCF network interface configuration

The XSCF network interface includes the following.
m LAN (XSCF-LAN) for users to access to XSCF
m LAN (ISN) for the communication between XSCF Units (high-end systems only)
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m LAN (DSCP) for the communication between XSCF and each domain

FIGURE 2-1 shows the network interface which is required for the XSCF and domain
network configuration.

FIGURE 21 Network Interface Required for XSCF Network Configuration (In the
High-End Systems)

Server
4 ) . . I
DomainID 0 DomainlID 1 DomainlID X
10+X
LA |
XSCFU#0 XSCFU#1
. J
6
-
o 3
—— Ethernet
B 1-6; Addresses of XSCF-LAN
---- Inside LAN

@ 7,8; Addresses of Inter SCF Network(ISN)
A 9.10,..,10+X; Addresses of DSCP links
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2-20

Number Description Number Description

1 XSCF-LAN#0 address 7 ISN address
(XSCFU#0 side) (XSCFU#0 side)

2 XSCF-LAN#0 address 8 ISN address
(XSCFU#1 side) (XSCFU#1 side)

3 Takeover address 9 DSCP link address
between XSCF-LAN#0s (XSCEF side)

4 XSCF-LAN#1 address 10 or DSCP link addresses
(XSCFU#0 side) later (Domains side)

5 XSCF-LAN#1 address

(XSCFU#1 side)

6 Takeover address
between XSCF-LAN#1s

XSCF network configuration procedure and the reference

The procedure to set up the XSCF network is as follows. Each step offers the detailed
procedure reference.

Note — You must set XSCF-LAN, ISN, and DSCP in different subnet addresses. The
ISN address has been set up with the default value (see TABLE 2-2).

1. Specify the IP address of Ethernet (XSCF-LAN).

You can use two XSCE-LAN ports in accordance with the network configuration. In
the midrange system, specify the either or both of the following IP addresses:

m XSCF-LAN#0 of XSCFU#0 (See "1" in FIGURE 2-1 )
m XSCF-LAN#1 of XSCFU#0 (See "4" in FIGURE 2-1)
In the high-end system, subsequently to the XSCFU#0 side, specify the IP address of

XSCF-LAN of the XSCFU#1 side (see "2" and "5" in FIGURE 2-1). (See shownetwork
(8), setnetwork (8).)

Use the same subnet address to specify the LAN ports which share the same number
in each XSCF unit so that you can connect to both of the XSCF in case the XSCF
failover generated.
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To make the IP address redundant, specify the same subnet address to the LAN port
of XSCFU#0 side and to the LAN port of XSCFU#1 side which share the same LAN
port number. Also, The IP address of XSCF-LAN#0 and the IP address of
XSCF-LAN#1 must be specified in different subnet addresses.

2. Perform the following setting to specify the takeover IP address in the
high-end system.

When you specify the takeover IP address, in case the XSCF failover occurred, the

control switching between the active side and the standby side performed, and then
the IP address will be taken over. The user who accesses the takeover IP address can
always connect to the active side XSCEF, without being aware of the XSCF switching.

Sets IP address respectively of XSCF-LAN#0 and XSCF-LAN#1. In addition, on each
LAN port of XSCF-LAN#0 and XSCF-LAN#1 in the redundant system, specify the
takeover IP address one by one (see "3" and "6" in FIGURE 2-1). (See shownetwork
(8), setnetwork (8).)

3. In the high-end system, specify the two IP addresses of ISN.

Since ISN is a network for the communication between the redundant XSCF Units, it
is necessary to specify the IP address. The ISN address has been set up with the
default value (see TABLE 2-2).

If the IP address of XSCFE-LAN conflicts with the default subnet address of ISN, you
must specify the IP address of ISN (see "7" and "8" in FIGURE 2-1). Also, both ISN
addresses must be in the same network subnet. Users cannot access this network.
(See shownetwork (8), setnetwork (8).)

4. Specify the DSCP address.

After configured the domain (see Section 2.2.11, “Domain Configuration” on
page 2-88), specify the DSCP address.

Specify one DSCP IP address in the XSCF-side, and one for each of the domains (See
"9," "10" or later in FIGURE 2-1). By specifying the option, you can specify one DSCP
address which is used in all of the DSCP links. In this case, the IP addresses used by
the XSCF and each domain-specific DSCP link are automatically selected from
within the range of addresses indicated by the DSCP network address.

All DSCP addresses must be in the same network subnet. Since the DSCP is the
network for the communication between domain and XSCEF, users can't access to this
network. (See showdscp (8), setdscp (8).)

5. Specify the host name, routing, and DNS.

(See showhostname (8), sethostname (8), showroute (8), setroute (8),
shownameserver (8), and setnameserver (8).)

6. Apply network settings.
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(See applynetwork (8), rebootxscf (8).)

Note — While any of the setting commands concerning the XSCF are in execution, if
the XSCF failover is generated, the setting may not be completed. Log in to the
active side XSCF again to confirm whether or not the setting is applied. If the setting
is not applied, perform the setting again.

Enabling or Disabling the XSCF Network and Specifying an IP Address
and Netmask for the Network and DSCP

m Command operation

1. Use the shownetwork (8) command to display network interface information.

<Example 1> Display information on all network interfaces of XSCF.
XSCF> shownetwork -a

<Example 2> Display information on network interfaces of LAN#1 in the
XSCF Unit #0 (XSCFU#0).
XSCF> shownetwork xscf#0-lan#l
xscf#0-lan#l
Link encap:Ethernet HWaddr 00:0A:48:09:C9:0E
inet addr:192.168.10.11 Bcast: 192.168.10.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:54424 errors:0 dropped:0 overruns:0 frame:0
TX packets:14369 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txgqueuelen:1000
RX bytes:20241827 (19.3 MiB) TX bytes:2089769 (1.9 MiB)
Base address:0xe000

<Example 3> Display the ISN information on network interfaces of XSCFU#0
XSCF> shownetwork xscf#0-if
xscf#0-if Link encap:Ethernet HWaddr 00:0A:48:09:C9:1E
inet addr:192.168.10.128 Bcast:192.168.10.255 Mask: 255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:54424 errors:0 dropped:0 overruns:0 frame:0
TX packets:14369 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 B) TX bytes:17010 (16.6 KiB)
Base address:0xe000

<Example 4> Display the takeover IP address information of the XSCF-LAN#0
XSCF> shownetwork lan#0
lan#0 Link encap:Ethernet HWaddr 00:00:00:12:34:56
inet addr:192.168.1.10 Bcast:192.168.1.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
Base address:0xe000
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2. Use the showdscp (8) command to display DSCP information.

<Example> Display DSCP information.
XSCF> showdscp

DSCP Configuration:

Network: 192.168.244.0
Netmask: 255.255.255.0

Location Address

XSCF 192.168.244.
Domain #00 192.168.244.
Domain #01 192.168.244.
Domain #02 192.168.244.
Domain #03 192.168.244.

U s W N R

3. Use the setnetwork (8) command to specify network interface information.

<Example 1> Specify IP address 192.168.1.10 and netmask
255.255.255.0 for XSCF-LAN#0 in the XSCFU#0 to enable it.
XSCF> setnetwork xscf#0-lan#0 -m 255.255.255.0 192.168.1.10

<Example 2> Specify IP address 192.168.12.10 for the ISN in the
XSCFU#0 to enable it.
XSCF> setnetwork xscf#0-if 192.168.12.10

<Example 3> Specify IP address 192.168.11.10 and netmask
255.255.255.0 for the ISN in the XSCF-LAN#O0.
XSCF> setnetwork lan#0 -m 255.255.255.0 192.168.11.10

<Example 4> Disable XSCF-LAN#1 in the XSCFU#O0.
XSCF> setnetwork xscf#0-lan#l -c down

Note — The setting values by setnetwork (8), sethostname (8), setroute (8),
and setnameserver (8) commands are applied by performing the
applynetwork (8) and the rebootxscf (8) commands. Also, if you perform the
applynetwork (8) command with the “down” option, the IP address, and so on,
changed after previous applynetwork (8) is performed, are all cleared. So, when
you do “up”, you should set the network interface again.

Note — You cannot set the routing to the takeover IP address.
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4. Use the setdscp (8) command (see Note) to specify network interface
information.

< Example 1> Specify the entire DSCP network IP address 192.168.2.0
and netmask 255.255.255.0.
XSCF> setdscp -i 192.168.2.0 -m 255.255.255.0

<Example 2> Specify IP address 192.168.2.1 for the XSCF.
XSCF> setdscp -s -i 192.168.2.1

<Example 3> Specify the IP address of 192.168.2.2 to domain ID 1.
XSCF> setdscp -d 1 -i 192.168.2.2

<Example 4> Setting DSCP addresses using Interactive mode.
XSCF> setdscp
DSCP network [192.168.244.0 ] > 192.168.2.0

DSCP netmask [255.255.255.0 ] > 255.255.255.0
XSCF address [192.168.2.1 ] > 192.168.2.1

Domain #00 address [192.168.2.2 1 > 192.168.2.2

Commit these changes to the database? [y|n] 'y

Note — It is necessary to configure DSCP to enable it for the domains. For details
about the Domain Configuration, see Section 2.2.11, “Domain Configuration” on
page 2-88.

Note — Setting DSCP addresses can only be done when affected domains are not
running. Use of the -1 and -m options to set all DSCP addresses can only be done
when no domains are running. Setting the XSCF address can only be done when no
domains are running, since this would affect the XSCF's communication to running
domains. Setting individual domain addresses can be done only if the specified
domain is not running.

Note — You can specify a network address for use by all of the DSCP links using the
-i and -m options. In this mode of operation, the IP addresses used by the XSCF and
each domain-specific DSCP link are automatically selected from within the range of
addresses indicated by the network address.
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Note — If you set a netmask using the -m option, this netmask value shows the
mask value in the XSCF network. A netmask value when you display the DSCP
network on the domain is not the netmask value in the XSCF network. The netmask
value for the domain DSCP address, which is displayed on the domain by using
ifconfig(1M), is a value set according to the s