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Preface

What ThisBook Will Cover

Warning

This a preview pre-release only. There are several sections missing and a few that need lots of work.
This document is only intended for experienced Nagios users for review and feedback.

Stuck? Try Google for that particular keyword or error message. If you still need help, | will try to help
if I have time.

Y ou can email me at chris.burgess@nagiosbook.org

Intended Audience

Theintended audience is anyone wishing to set up a monitoring solution using Nagios.

Conventions

Commands or text that must be edited will be in bold, the example below shows that you must typels -al.

# 1s -al

STWr--r-- 1 chris chris 298 Jul 24 17:41 search. php
STWr----- 1 chris chris 635 Dec 24 18:24 header.extlib. php
SFWr--r-- 1 chris chris 37202 Dec 10 17:45 xmrpc. extlib. php
STWr--r1-- 1 chris chris 37687 Nov 11 17:21 xnirpc. php

Obtaining the Latest Version
The latest version of this book can be found at:
http://nagiosbook.org

Itis currently being edited on an almost daily basis, so make sure you're reviewing the most current copy.

Commentsand Corrections

For now, please email: chris.burgess@nagiosbook.org
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Chapter 1. Introduction
1. Welcome to the World of Nagios

If you're reading this, the chances are that you've heard about Nagios and would like to jump right in and set up
a monitoring system. If this is the case, you've come to right place. This document aims to assist usersin in-
stalling, configuring, extending, troubleshooting and generally getting the most out of your Nagios system.

It must be said that the documentation that ships with Nagios is excellent, and there are many of good tutorials
that already exist. This book was written to complement the existing documentation that is already out there,
and even go alittle further in some areas - especially for the beginners.

For the true beginners in the audience, you'll find | have created a nice set of step by step instructions, walking
you through the process of building a server from scratch, installing Nagios and configuring Nagios to monitor a
typical network.

Arguably the most useful source of Nagiosinformation isthe mailing list nagios-users. Thislist is frequented by
expert Nagios developers and users alike and is *the* place to be if you're serious about Nagios. A great deal of
information in this book has been obtained through the help of people on thislist, | highly recommend subscrib-

ing and participating - to learn, and to help others learn. Almost every Nagios related question I've ever had has
been answered and documented in the list archives. It's agood idea to check there before posting.

2. Useful Nagios Resources

There are several places that you can find information on Nagios. Here are some places you should bookmark.
» Nagios.org Documentation
* Nagiosorg FAQ's

* NagiosMail Lists

3. Other Tutorials

If the steps contained in this document don’t work for you, or you're having trouble (in either case, I'd like to
know!), you might find the following tutorials hel pful.

http://www.onlamp.com/pub/a/onl amp/2002/09/05/nagi os.html

http://www.section6.net/wiki/index.php/Setting_up_Nagios_in_FreeBSD




Chapter 2. What is Nagios?
1. About Nagios

The complexity of modern networks and systems is somewhat astounding, as any experienced System Adminis-
trator will tell you. Even seemingly small networks found in many Small/Medium Enterprises (SME's) can have
extremely high levels of complexity in the systems they run.

Nagios was designed as a rock solid framework for monitoring, scheduling and alerting. Nagios contains some
very powerful features, harnessing them is not only a matter of understanding how Nagios works, but also how
the system you’ re monitoring also works. This is an important realization. Nagios can’t automatically teach you
about complex systems, but it will be an valuable tool to help you in your journey.

So what are the sorts of things Nagios can do? Nagios can do much more than this, but nevertheless here’'salist
of common things that Nagiosis used for.

e Check to seeif aserver isup and running

» Notify you if aserver is down (by email/pager/SMS)

» Check to seeif aserviceisrunning (mail, http, pop, ssh)

* Check to seeif aprocess (or Windows service) isrunning

» Gather performance statistics on a server

e Allow specific alertsto only go to particular groups/individuals

e Get reports of downtime on your servers

A more technically accurate and complete list of Nagios' features can be found in the official documenta-
tion (http://www.nagios.org/docs/).

The Nagios package doesn’t contain any checking tools (called plugins) at all. Does that statement sound crazy?
Sure, but let me explain. Nagios focuses on doing what it does best - providing a robust, reliable and extensible
framework for any type of check that a user can come up with.

So how does Nagios perform it’s checking? A huge number of plugins aready exist that extend Nagios to per-
form every type of check imaginable. And if thereisn’t an existing check that already exists, you' re free to write
your own. The nagios-plugins package is separately maintained and can be downloaded from various sources.
We will cover the Nagios plugins later on.




What is Nagios?

Ethan Galstad is the creator of Nagios. Karl DeBisschop, Subhendu Ghosh, Ton Voon, and Stanley Hopcroft are
the main plugin developers. Many other people have contributed to the project over the years by submitting bug
reports, patches, ideas, suggestions, add-ons, plugins, etc. A list of some of the contributors can be found at the
Nagios website.

2. Other Monitoring Options

As with anything, each tool has it’s own set of strengths and weaknesses. Some are the applications may seem
similar, but are very different and range from full blown SNMP management solutions, to simple applications
with not much flexibility. Big Brother, OpenNMS, OpenView and SysMon (there are dozens more) are often
compared to Nagios, however they are quite different in many respects. In my travelsasan IT professional, Na-
gios is the most commonly used monitoring tool by far. There are lots of specialist companies that offer moni-
toring as a service. A large number of these use Nagios.

3. Why Use Nagios?

Nagiosis an excellent choiceif you want to perform any sort of monitoring. Nagios' main strengths are:
*  Open Source

* Robust and Reliable

» Highly Configurable

» Easily Extensible

» Active Development

* Active Community

» Nagios runs on many Operating System

Nagios can be used to monitor all sorts of things, here are some common things are typically monitored:

» Pingto seeif host isreachable
* Servicessuch asDHCP, DNS, FTP, SSH, Telnet, HTTP, NTP, POP3, IMAP, SMTP etc.

» Database servers such as MySQL, Postgres, Oracle, SQL Server etc.
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e Application level information (Apache, Postfix, LDAP, Citrix etc.)

4. Nagios Demo

The Nagios site maintains numerous screenshots that gives you afeel for the interface, however if you'd like to
see Nagiosin action, I’ ve recorded a session where | shutdown an Apache service to simulate a problem. Nagios
detects this problem and sends an email alert accordingly. It's around 5 minutes long and will definitely give
you afeel for Nagios.

Watch the demo now! (coming soon)




Chapter 3. How Nagios Works
1. A Typical Scenario

It's very useful to conceptually understand how Nagios works. The following is a very simplified view on how
Nagios works.

Nagios runs on a server, usualy as a daemon (or service). Nagios periodically run plugins residing (usually) on
the same server, they contact (PING etc.) hosts and servers on your network or on the Internet. You can also
have information sent to Nagios. Y ou then view the status information using the web interface. Y ou can also re-
ceive email or SMS notifications if something happens. Event Handlers can aso be configured to "act" if some-

thing happens.
IMAGE




Chapter 4. Preparing for Installation
1. Getting Ready

For the cost of hardware these days, | usually recommend running a dedicated server.

One complaint | often here from users (usually new to Linux/Unix or Open Source), is that Nagiosis difficult to
configure. The Nagios Book aims to dispel this myth, showing you how to build a Nagios server from scratch
monitoring severa hosts and sending alerts in a matter of hours. Note that it's not a competition when it comes

to setting up any server, however I've heard reports of people complaining of taking days and even weeks to set
up aNagios server. Thisis simply not true, as you will find out!

Please note that this document does not explain the how's and why's of how to build a server, that is beyond the
scope of this material. My goal isto try and get users up and running quickly so they can experience the power
of Nagios. Having said that, | have created some basic steps to build a FreeBSD server from scratch.

These instructions were written and tested using FreeBSD 6.0, however they should also work just as well on
earlier versions. If you're using Linux, some steps may be dightly different. | hope to add steps for each popular
distro very soon.

| plan to add some other distro specific information here eventually. If you have installation notes for another
platform, I'll gladly add it.

2. Selecting an Operating System

3. Setting Up The Server - FreeBSD

Tip
The FreeBSD project aready have a very thorough and complete set of documentation covering how to
install FreeBSD. | know the following section is rough, it's only included since it was requested. | high-
ly recommend reading the fine documentation at http://www.freebsd.org/docs.html.

Burn a copy of the boot CD (http://www.freebsd.org).

Reboot with the CD in your drive, make sure your BIOS is set to boot off of CDROM first.

Sysinstall (the FreeBSD System Installer) will run.

Select " Standard”

FDISK Pertition Editor - Slices

d - Delete any existing "dlices' (any datawill be destroyed).

c - Create anew dlice, the defaults will be fine.

s - Set that slice to be bootable.

g - Save the changes and quit.

Boot Manager

Select standard, as long as you don't have any other OS' on that disk. This means the disk will boot straight into
FreeBSD.
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Disk Label Editor

¢ - Create partitions

a- Use auto defaults (you are free to enter your own valuesif you wish)
g - Save the changes and quit.

Choose Distribution

Select Minimal.

Install Method?

FTP

Choosing alaocal mirror. Since you'll beinstalling via FTP, aquick connection means everything.
Choose Network Card. The default should be ok.

IP6=No

Perform as Gateway = No

Enter your network settings here, you must know your gateway (probably your router) and your DNS server
(probably provided by your 1SP).

SSH =Yes

Inetd = No

DHCP = No

FTP=No

NFS Server = No

NFS Client = No

System Console = No
TimeZone=Yes

Linux Binary Compatibility = No
Mouse = No

Packages = No

Create User = Yes

Exit Install

Remove CDROM and reboot.

Then you MUST install the port tree.
Login as root, then run sysinstall.
Configure > Distributions > Ports (and perhaps the Man pages)
Go grab a coffee!

Make sure you update the locate database (this is mentioned in the next chapter) once the ports are installed, this
will make your life much easier.
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Y ou now have a fully functioning FreeBSD server with the latest ports ready to be easily installed. | highly rec-
ommend that you make sure you keep your FreeBSD system updated.

Upgrading the System
(coming soon)
Portupgrade

(coming soon)

[I'm still working on the most efficient and easiest way to display thig)]

4. Useful FreeBSD Commands
If you've come from a Windows background, here are afew commands that will help you find your way around.
Finding Files Using FreeBSD

Make sure the locate database is updated after you install packages. Thiswill let you find files that have been re-
cently installed.

Update the locate database:
#/ usr/1ibexec/ | ocat e. updat edb
Now you can find files by running the locate command, an exampleis listed below.

# |l ocate check_oracl e
lusr/local /libexec/ nagi os/ check_oracl e

[ usr/ ports/net-nmgnt/nagi os- pl ugi ns/ wor k/ nagi os- pl ugi ns-1. 4/ contri b/ check_oracl e_i nst ance. pl
[ usr/ ports/net-ngnt/nagi os-pl ugi ns/ wor k/ nagi os- pl ugi ns-1. 4/ contri b/ check_oracl e_t bs

[ usr/ ports/net-ngnt/nagi os- pl ugi ns/ wor k/ nagi os- pl ugi ns- 1. 4/ pl ugi ns-scri pt s/ check_oracl e
/usr/ ports/net-ngnt/nagi os- pl ugi ns/ wor k/ nagi os- pl ugi ns- 1. 4/ pl ugi ns-scri pts/check_oracl e. sh

Y ou probably won't have check_oracle on your system yet, thisisjust to illustrate how the command works.

5. Installing Apache

You can install Apache 2 or 1.3, both work equally well. | have chosen to install Apache 2.

cd /usr/ ports/ww apache2
make

make instal

make cl ean

Edit ServerName, use an IP if not using areal (DNS listed, or FQDN) domain name.
ee /usr/local/etc/apache2/httpd.conf

Some users might have to comment out the following line referencing "mod_unique_id" if Apache won't load
(check your logs). More info coming!

nmoni tor# /usr/| ocal /sbin/apachect| start
/usr/|ocal /sbin/apachectl start: httpd started

monitor# ps -aux | grep httpd

r oot 8368 0.0 0.2 2500 2100 ?? Ss 12: 37PM  0: 00. 02 /usr/ | ocal / sbi n/ httpd
VAWM 8369 0.0 0.2 2884 2320 ?? | 12: 37PM  0: 00. 00 /usr /| ocal /shin/httpd
VAWM 8370 0.0 0.2 2512 2124 ?? | 12: 37PM  0: 00. 00 /usr/ | ocal /sbhin/httpd
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VW 8371 0.0 0.2 2512 2124 ?? | 12: 37PM  0:00.00 /usr/ | ocal /sbin/httpd
VW 8372 0.0 0.2 2512 2124 ?? | 12: 37PM  0:00.00 /usr/ | ocal /sbin/httpd
VW 8373 0.0 0.2 2512 2124 ?? | 12: 37PM  0:00.00 /usr/ | ocal /sbin/httpd
VW 8374 0.0 0.2 2512 2124 ?? | 12: 37PM  0:00.00 /usr/ | ocal /sbin/httpd

Good, it's running. Now you must add Apache to rc.conf so it's starts at boot time.

ee /etc/rc.conf
Then add:
apache2_enabl e=" YES"

Visit the IP address of your server (i.e. http://192.168.1.10 or whatever |P you used) , you should be greeted
with the default Apache welcome page as shown below.

e {7 "':_‘ ol g 1 L T EPR " L
I 7o coa e B, E e el B wedallafen of @ A pachs soh spiay soffeeer o6 S aydem was sseronlul. Y o sy s sdd
ke i g, derciny ansd rpliace g pag

Secing this instend of the website vou expected?

b pagre = beee Secans e e sdmmandraior b chusprd B coalpporsison of B w0 sy, Fiers combsd e prrsss) mmspeasiblc
For musintsining this weryver with gendises. The Apsche hofftw e Foordatee. w ok wmlc #e wob somver soffe oo s ol
Slrarsaraa i uumg, B by o do s monssny Sue o sl e Belip rewln T o liarstm i

The & s P b e slaluim ban Pued iy hackindl w iy Boe dndibopld

Yo e Iree b et il wmape Beliow o om Apacheposcrnd vk wrver. |[hanls by ;g & pueke”

w.z.p.nﬂ:uu'

= FRE L




Chapter 5. Installing Nagios
1. Obtaining Nagios

OK, so you know all about what Nagios can do, it'stime to get on with it and choose an installation method.

Y ou have two main choices when installing Nagios:
e Tarbal
» Package

For most users, your OS' native package management tool will be the easiest method of installing Nagios. You
will find Nagios in all common package repositories such as RPM, apt-get, Ports etc. Note that some package
collections will have severa versions of Nagios, you may have to specify which version you want. Most com-
mon package collections will be fairly current.

Always consult your package documentation, this will usually contain information specific to your OS (both
flavour and version!). No tutorial or guide could possibly cover every version, installation and configuration.

Y ou can download the | atest tarball and the RPM’ s from:
http://www.nagios.org/downl oad

But wait, if you're using FreeBSD, you don't have to. Y ou can use the Ports Collection.

Tip

The FreeBSD Ports Collection provides an easy way of installing and updating software. Visit
www.freebsd.org/docs for more information on using the Ports system.

If you're using another Operating Sytem and you’ ve installed Nagios, you may also need to install the Nagios-
Plugins package. Using FreeBSD you can install Nagios and the Nagios Plugins package from the ports collec-
tion by running the following commands. With previous FreeBSD ports of Nagios, you had to install the plugins
separately, now it's all installed at once.

# cd /usr/ports/net-ngnt/nagi os/
# make

# nmake install

# make cl ean

Note, thiswill install Nagios version 2 (at the time of writing, it's still in Beta).

| recommend selecting SNM P when prompted as shown below.

10



Installing Nagios

If you are using a package management tool, it should be fairly straightforward, but please read the package
notes, they are there for areason. If you're installing from source, read the documentation. It’s very thorough.

2. Knowing Where Nagios Lives

One thing | highly recommend (especially for new BSD users) is to update your locate database as described
earlier, and run locate nagios. This will show you the exact paths where Nagios is installed. Y ou will need this
information later. The following commands will save this information into text files for your reference; perhaps
you might find it useful to print them.

List all file locations:

|l ocate nagios | grep -v /usr/ports | grep -v /var/db > nagios_file_locations_FULL.txt

List atrimmed down version of locations:

|l ocate nagios | grep -v /usr/ports | grep -v /var/db | grep -v /usr/local/share/nagios/ | grep -v /usr/lo

Here is the output of the trimmed version:

/usr/| ocal / bi n/ nagi os

/usr/| ocal / bi n/ nagi ost at s

/usr/| ocal / et c/ nagi os

/usr/local/etc/nagios/cgi.cfg

/usr/ | ocal / etc/nagi os/ checkconmands. cf g
/usr/local/etc/nagi os/ mnimal.cfg

/usr/| ocal / etc/nagi os/ m sccommands. cf g

lusr/| ocal / et c/ nagi os/ nagi os. cfg

/usr/| ocal / et c/ nagi os/ resource. cfg

/usr/| ocal / et c/ nagi os/ sanpl es

/usr/| ocal / et c/ nagi os/ sanpl es/ bi gger . cf g- sanpl e
/usr/l ocal / etc/ nagi os/ sanpl es/ cgi . cf g- sanpl e

[usr /| ocal /et c/nagi os/ sanpl es/ checkcommands. cf g- sanpl e
[usr /| ocal/etc/nagi os/sanpl es/ m ni mal . cf g- sanpl e
/usr/local / etc/nagi os/ sanpl es/ m sccommands. cf g- sanpl e
/usr/ | ocal / et c/ nagi os/ sanpl es/ nagi os. cf g- sanpl e
/usr/| ocal / et c/ nagi os/ sanpl es/ resour ce. cf g- sanpl e
/usr/local/etc/rc.d/ nagios. sh

11
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/usr/local /libexec/ nagi os
/usr/| ocal / shar e/ nagi os

/var/ mai | / nagi os

/ var/ spool / nagi os

/ var/ spool / nagi os/ ar chi ves
/var/ spool / nagi os/ comrent s. dat
/var/ spool / nagi os/ downt i me. dat
/var/ spool / nagi os/ nagi os. | ock
/var/ spool / nagi os/ nagi os. | og
/var/ spool / nagi os/ obj ect s. cache
/var/ spool / nagi os/ret enti on. dat
/ var/ spool / nagi os/ rw

/var/ spool / nagi os/ st at us. dat

/ var/ spool / nagi os/ st at us. sav

3. Telling Apache about Nagios

Note: If you installed Nagios by a package manager, or it is preinstalled by your distro you may not have to do
this step.

Add the following to httpd.conf (your path might be different depending on the OS and version of Apache, re-
member to use locate if you get stuck):

# ee /usr/local/etc/apache2/ httpd. conf
Then copy and paste the text below:

Script Ali as / nagi os/ cgi-bin /usr/|ocal/share/ nagi os/cgi-bin
<Directory "/usr/local/share/ nagi os/cgi-bin">

Al l owOverri de AuthConfig

Opti ons ExecCd

Order all ow, deny

Al'l ow from al |
</Directory>

Alias /nagios /usr/local/share/nagi os
<Directory "/usr/local/share/ nagi os">
Opti ons None
Al | owOverri de Aut hConfi g
O der all ow, deny
Al l ow from al |
</ Directory>

Please note the paths for FreeBSD are dlightly different from the Nagios docs (it's a Linux/BSD thing).
# [usr/|ocal /sbin/apachect!| restart

Y ou should now be able to visit the IP/nagios (eg. http://192.168.0.10/nagios) of your server and you should see
the Nagios navigation. Y ou will (and should) note that Nagiosisn't actually running yet. We still have to config-
ure Nagios.

One the plus side, you should now be able to access the Nagios documentation locally on your Nagios server.

12



Chapter 6. Configuring Nagios
1. Editing Config Files Manually

The standard way most people configure Nagios is by simply copying the samples included and modify them
with a text editor as needed. Setting up Nagios to monitor even a modest sized network is where most of the
work lies. Even though it does take some work, the Nagios configuration files can be "streamlined" using in-
cludes and object definitions, thisis covered in a separate topic.

I will be covering how to configure Nagios using a text editor. Since we'll be using FreeBSD, my editor of
choiceisee. You can usevi, joe, pico or even Notepad on Windows (via FTP or SCP) if you wish.

2. Configuration Front Ends

Configuration Front Ends
I'm currently trying several third party tools that exist, below are my initial findings. Keep in mind some of them
are early on in development and are alittle rough. Some of these tools require extra software on your server and

take some work themselves to configure. My instructions don't cover using these tools, but | hope to expand this
chapter once | have time to experiment.

Nagmin

Monarch

Monarch isavery slick looking interface for Nagios. | haven't installed it yet, | hope to soon. One appealing fac-
tor in choosing thistool would be the excellent documentation.

NagiosWeb

The tool NagiosWeb looks very promising. It uses a MySQL database to store your host/service information,
and then writes that to the config files. NagiosWeb adds a few extra menu items to the main Nagios navigation,

S0 access is very handy. | ran into afew problems with the code, so | have abandoned this tool for now. | might
come back to it at alater date.

NagioSQL

NagioSQL is another web configuration interface for Nagios. | haven't installed this yet, however it seemsto be
popular among users.

Simple Config

Thisisalittle PHP application that builds Nagios configurations for you to copy and paste into your config files.

Perhaps not as sophisticated as the other options, but it's simple and it works!

If there are any other tools that you come across not listed here, let me know and I'll try to get around to trying
them.

3. Getting Started

Some people freak out at this part, but thisis where the fun starts. It's where you get to configure the actual serv-
er and hosts (among other things).
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Tip

If you're really against editing the files manually (or have a very large network), there is a Perl script
called nmap2nagios.pl that can be downloaded from SourceForge. If you're installing nmap2nagios.pl,
you may have to force install the XML::Simple Perl module (well | have to on FreeBSD 5.4, 6.0 and
OS X) which is a dependency.

nmoni tor# cd /usr/| ocal/etc/nagi os/
monitor# Is -a
total 104

drwxr-xr-x 2 root wheel 512 Nov 7 17:56 .

drwxr-xr-x 6 root wheel 512 Nov 8 12:17 ..

-rwr--r-- 1 root wheel 30046 Nov 7 17:56 bigger.cfg-sanple
-rwr--r-- 1 root wheel 9569 Nov 7 17:56 cgi.cfg-sanple
-rwr--r-- 1 root wheel 4475 Nov 7 17:56 checkcommands. cf g- sanpl e
-rwr--r-- 1 root wheel 13602 Nov 7 17:56 m ni nal.cfg-sanple
-rwr--r-- 1 root wheel 4297 Nov 7 17:56 m scconmands. cf g- sanpl e
-rwr--r-- 1 root wheel 30735 Nov 7 17:56 nagi os. cfg-sanple
-rwr--r-- 1 root wheel 1335 Nov 7 17:56 resource. cfg-sanpl e

You will notice that all the config files are there ready to use, all you have to do is rename them to .cfg rather
than sample. The structure and use of the config files is covered thoroughly in the Nagios documentation. To
keep things simple, we'll be using a basic configuration using the minimal.cfg.

Manually backup files into a separate directory, to reduce clutter and rename the samples to make them the live
config files.

nmoni tor# nkdir sanpl es

monitor# cp * /sanpl es/*

monitor# |'s

bi gger. cfg-sanpl e checkcommands. cf g- sanpl e m sccommands. cf g- sanpl e
cgi . cfg-sanpl e m ni mal . cf g- sanpl e nagi os. cf g- sanpl e

nmoni tor# nmv bi gger. cfg-sanpl e bigger.cfg

nmoni tor# nv cgi.cfg-sanple cgi.cfg

nmoni tor# nmv checkcommands. cf g- sanpl e checkcommands. cf g
nmoni tor# nmv mini mal . cf g- sanpl e minimal.cfg

nmoni tor# mv m scconmmands. cf g- sanpl e mi scconmands. cf g
nmoni t or# nv nagi os. cf g- sanpl e nagi os. cfg

nmoni tor# mv resource. cf g-sanpl e resource. cfg

monitor# |s -a

total 76

drwxr - xr - X root wheel 512 Nov 16: 24 .

drwxr - xr - X root wheel 512 Nov 12: 17

17: 56 bigger.cfg

17:56 cgi.cfg

17: 56 checkcommands. cfg
17:56 mnimal.cfg

17: 56 m scconmands. cfg
17: 56 nagi os. cfg

17: 56 resource. cfg

16: 22 sanpl es

3
6
-rwr--r-- 1 root wheel 30046 Nov
-rwr--r-- 1 root wheel 9569 Nov
-rwr--r-- 1 root wheel 4475 Nov
-rwr--r-- 1 root wheel 13602 Nov
-rwr--r-- 1 root wheel 4297 Nov
-rwr--r-- 1 root wheel 30735 Nov
-rwr--r-- 1 root wheel 1335 Nov
drwxr-xr-x 2 root wheel 512 Nov

(S ENENENENENEN PN Rt}

Now we have al the files in place, we're amost there. All we have to do is edit a few files to configure our sys-
tem and to tell Nagios about what we want to monitor. There are only 3 files you need to edit to get a minimal
system up and running.

Tip
If you're using FreeBSD, al of the Nagios config files are located in: /usr/local/etc/nagios

nagios.cfg
Open nagios.cfg and make the following changes:

Comment out the following lines.
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cal / et c/ nagi os/ checkcommands. cf g
cal / et c/ nagi os/ mi sccommands. cf g

minimal.cfg

Open minimal.cfg and make the following changes:

BRBHHHHHH R R
# M N MAL. CFG

F

M NI MALI STI C OBJECT CONFI G FI LE (Tenpl at e- Based Obj ect File Format)
Last Modified: 03-23-2005

NOTE: This config file is intended to be used to test a Nagios installation
that has been conpiled with support for the tenplate-based object
configuration files.

#
#
#
#
#
#
#
#
#
# This config file is intended to servce as an *extrenel y* sinple

# exanmpl e of how you can create your object configuration file(s).

# If you're interested in nore conpl ex object configuration files for
# Nagi os, | ook in the sanpl e-config/tenpl at e-object/ subdirectory of
# the distribution

#

#

HRBRHHHHHH AR R R R R R R R R R R R

HHEHHEE PGP RSP ESHEREEHHHE HEEEHEHEHR HEEE
BRBRHHHHHH R R
#

# TI ME PERI ODS

#

BRBHHHHH R R R R R R R
BRRHHHHHHHHH AR R R R R R R AR R R

# This defines a timeperiod where all tines are valid for checks,
# notifications, etc. The classic "24x7" support nightmare. :-)

define timeperiod{
ti neperi od_nane 24x7

al i as 24 Hours A Day, 7 Days A Wek
sunday 00: 00- 24: 00

nmonday 00: 00- 24: 00

t uesday 00: 00- 24: 00

wednesday 00: 00- 24: 00

t hur sday 00: 00- 24: 00

friday 00: 00- 24: 00

sat ur day 00: 00- 24: 00

}

BRBHHHHHH R R R R
BRBHHHHHH R R
#

# COVVANDS

#

BRAHHHHHHHHH AR R R R AR R R R AR R
BRBHHHHHHHHH AR R R R HHHHAHAH AR HHHHHH AR R HHAH AR AR AR R

# This is a sanple service notification command that can be used to send emai
# notifications (about service alerts) to contacts

define command{
comrand_nane noti fy- by- emai
command_| i ne /usr/bin/printf "%" "***** Nagi os @/ERSI ON@*****\ n\nNotifi cati on Type: $NOTI Fl CATI
}

# This is a sanple host notification command that can be used to send enmil
# notifications (about host alerts) to contacts.

defi ne conmand{
comrand_nane host - noti fy- by- emai
comrand_| i ne /usr/bin/printf "%" "***** Nagi os @/ERSI ON@*****\ n\nNotifi cation Type: $NOTI Fl CAT
}
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# Command to check to see if a host is "alive" (up) by pinging it

defi ne conmand{

conmand_nane check- host-al i ve
command_| i ne $USER1$/ check_pi ng - H $HOSTADDRESS$ -w 99, 99% -c 100, 100% -p 1
}

# Generic command to check a device by pinging it

defi ne command{
conmand_nane check_pi ng
command_| i ne $USER1$/ check pi ng - H $HOSTADDRESS$ -w $ARGL$ -c¢ $ARRS$ -p 5
}

# Command used to check di sk space usage on |ocal partitions

defi ne conmand{
conmand_nane check_| ocal _di sk
command_| i ne $USER1$/ check_di sk -w $ARGL$ -c $ARRS$ -p $ARG3S
}

# Command used to check the number of currently |logged in users on the
# | ocal machine

def i ne command{
conmand_nane check | ocal users
fonnand_line $USER1S$/ check_users -w $ARGL$ -c $ARRS$

# Command to check the nunmber of running processing on the |ocal machine

defi ne command{
conmand_nane check_| ocal _procs
command_| i ne $USER1$/ check_procs -w $ARGL$ -c¢ $ARR$
}

# Command to check the |oad on the | ocal machine
defi ne command{
command_nane check_| ocal _| oad

command_| i ne $USER1$/ check_| oad -w $ARGL$ -c $ARRS$
}

FH R R R AT A R T R A T R T T B TR R AT TR R R
BRI R R R T R T R R S R T R T R R R A AT TR R R R

#
# CONTACTS
#

BRBHHHHHHH AR R
BRBHHHHHHHHHH R R

# 1n this sinple config file, a single contact will receive all alerts
# This assunmes that you have an account (or enmil alias) called
# " @agi os_user @adm n" on the local host.

define contact{

contact _nanme chrisb

al i as Chri s Burgess
service_notification_period 24x7

host _noti fication_peri od 24x7

servi ce_notification_options W, u,cC,r

host _notification_options d, r

servi ce_notificati on_commands noti fy-by-enail

host notificati on_comands host - noti fy- by- enai |

enmai | chri s. bur gess@agi osbook. org
}

HHEHHEE PRSP RSP ERHEREEHHHE HEESHEHEHR HEEE
BRBRHHHHH R R
#

# CONTACT GROUPS
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#

BHHHBHHH B HH B H B H R H TR H T R H R TR H R
BHHHBHAHARHHARHHHRRHHARBHHHRRHHRRHHARRHH BB S HA B H PR H AR H BB HHARBHAA B HHRRHH AR HH

# We only have one contact

in this sinple configuration file

so there is

# no need to create nore than one contact group

defi ne contact group{
cont act gr oup_nane
al i as
menber s

adm ns
Nagi os Admi ni strators
chrisb

BRBHHHHHH A A AR
BRBHHHHHH R

#
# HOSTS
#

BRAHHHHHHHHH AR R R HHHHAHAH R R HHHHAHA AR R HHAH AR AR R R A R R
HHBHHHHHHHIH AR R R R R R R R

# Generic host definition tenplate - This is NOT a rea

defi ne host {

host, just a tenplate

name generi c- host ; The nane of this host tenplate
notifications_enabl ed 1 ; Host notifications are enabl ed

event _handl er _enabl ed 1 ; Host event handler is enabled

fl ap_det ecti on_enabl ed 1 ; Flap detection is enabl ed

failure_prediction_enabl ed 1 ; Failure prediction is enabl ed

process_perf _data 1 ; Process performance data

retai n_status_information 1 ; Retain status informati on across programrestarts

retai n_nonstatus_i nformation 1 ; Retain non-status informati on across programrestarts
register 0 ; DONT REG STER THI'S DEFINITION - | TS NOT A REAL HOST, JU

# Since this is a sinple configuration file, we

# local host (this machine).
defi ne host {
use
host _nane
al i as
addr ess
check_conmmand
max_check_attenpts
notification_interva
notification_period
notification_options
contact _groups adm ns

defi ne host {
use
host _nane
al i as
addr ess
check_conmmand
max_check_attenpts
notification_interva
notification_period
notification_options
contact _groups adm ns

only nonitor one host - the

generi c- host ; Nane of host tenplate to use

| ocal host

| ocal host
127.0.0.1

check- host-al i ve
10

120

247

d, r

generi c- host ;
i ntranet

I ntranet Server

192. 168. 1. 99

check- host-al i ve

10

120

24x7

d, r

Narme of host tenplate to use

HRBHHHHHAHH AR R R R R R R R R
BRI R

#
# HOST GROUPS
#

HHHHHHH R
HHHHHHH R R R
# We only have one host in our sinple config file, so there is no need to
# create nore than one hostgroup

defi ne host group{
host gr oup_nane
al i as

t est
Test Servers
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menber s

| ocal host, i nt ranet

BRBHHHHH AR R R R
BRBHHHHHHHHH AR R AR R R R AR R

#
# SERVI CES
#

HHHHBHHHBHHHH AT H R H R H R R H R TR R R H AR
HHHHBHHHBHHHH B H BB H TR H R H R H R H R H R R R H R

# Ceneric service definition tenplate - This is NOT a rea

define service{
nane
active_checks_enabl ed
passi ve_checks_enabl ed
paral |l eli ze_check
obsess_over _service
check_freshness
notificati ons_enabl ed
event _handl er _enabl ed
fl ap_detecti on_enabl ed
failure_prediction_enabl ed
process_perf_data
retai n_status_information
retai n_nonstatus_i nformation
regi ster

# Define a service to "ping" the |oca

define service{
use
host _nane
servi ce_description
is volatile
check_peri od
max_check_attenpts
nor mal _check_i nterva
retry_check_interva
cont act _groups
notification_interva
notification_period
check_conmmand

service, just a tenplate

eneric-service ; The 'name’ of this service tenplate
; Active service checks are enabl ed
; Passive service checks are enabl ed/ accept ed

g
1
1 :
1 :

1 :

0 ; Default is to NOT check service 'freshness
1 ; Service notifications are enabl ed

1 ; Service event handler is enabl ed

1 ; Flap detection is enabl ed

1 ; Failure prediction is enabl ed

1 ; Process perfornmance data

1 :

1 :

0 :

DONT REG STER THI' S DEFI NI TI ON -

machi ne

generi c-service

| ocal host, intranet
Pl NG

0

24x7

4

Nanme of service tenplate to use

5

1

adm ns
960
24x7

check_pi ng! 100. 0, 20% 500. 0, 60%

# Define a service to check the di sk space of the root partition

# on the | ocal machine
# < 10% free space on partition.

define service{
use
host _nane
servi ce_description
is_volatile
check_peri od
max_check_attenpts
nor mal _check i nterva
retry_check_interva
cont act _groups
notification_interva
notification_period
check_command

Warning if < 20%free

critical if

generi c-service
| ocal host

Root Partition
0

24x7

4

Narme of service tenplate to use

5

1

adm ns
960
24x7

check_| ocal _di sk! 2098 109% /

# Define a service to check the nunmber of currently |ogged in

# users on the |ocal nmachi ne

# if > 50 users.

define service{
use
host _nane
servi ce_description
is_volatile
check_peri od
max_check_attenpts

War ni ng

if > 20 users, critica

generi c-service
| ocal host
Current Users

0

Narme of service tenplate to use

24x7
4
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nor mal _check _i nt erval 5
retry_check_interval 1

contact _groups adm ns
notification_interval 960
notification_period 24x7

check_command check_| ocal _users! 20! 50

# Define a service to check the number of currently running procs
# on the |l ocal nachine. Wrning if > 250 processes, critical if
# > 400 users.

define service{

use generic-service ; Nanme of service tenplate to use
host _nane | ocal host

servi ce_description Total Processes
is_volatile 0

check_peri od 24x7

max_check_attenpts 4

nor mal _check_i nt er val 5

retry_check_interval 1

cont act _groups adm ns
notification_interval 960

notification_period 24x7

check_conmmand check_| ocal _procs! 250! 400

# Define a service to check the | oad on the | ocal nachine

define service{

use generi c-service ; Nane of service tenplate to use
host _nane | ocal host

servi ce_description Current Load

is_volatile 0

check_peri od 24x7

max_check_attenpts 4

nor mal _check _i nt erval 5

retry_check_interval 1

cont act _groups adm ns

notification_interval 960

notification_period 24x7

check_command check_| ocal | oad!5.0,4.0,3.0!10.0,6.0,4.0
}

# ECF

cgi.cfg (optional)

Turn off Authentication for the CGI's when getting started. After you can view the web interface and everything
isworking, then turn Authentication on. This section is totally optional, however it does eliminate authentication
problems (which are common for some beginners) during the configuration stage.

Open cgi.cfg and make the following changes:

use authentication=1

changeto

use authentication=0

Warning
It is a very bad idea to permanently disable authentication. The documentation covers the topic in an

incredibly thorough fashion. It is however, worth knowing that this option exists when you're initialy
configuring Nagios.

resour ces.cfg
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$USER1$=/ usr/ | ocal /| i bexec/ nagi os
Y ou should now be able to run a pre-flight check with success. Y ou should get something like the following.

nmoni tor# /usr/|ocal /bin/nagios -v /usr/local/etc/nagios/nagios. cfg

Nagi os 2. 0b3

Copyright (c) 1999-2005 Et han Gal stad (ww\. nagi 0s. or g)
Last Modified: 04-03-2005

Li cense: GPL

Readi ng configuration data...
Runni ng pre-flight check on configuration data...

Checki ng services...
Checked 6 services.
Checki ng hosts. ..
Checked 2 hosts.
Checki ng host groups. ..
Checked 1 host groups.
Checki ng service groups.. .
Checked 0 service groups.
Checki ng contacts. ..
Checked 1 contacts.
Checki ng contact groups.. .
Checked 1 contact groups.
Checki ng service escal ations. ..
Checked O service escal ations.
Checki ng servi ce dependencies. ..
Checked O service dependenci es.
Checki ng host escal ati ons. ..
Checked O host escal ati ons.
Checki ng host dependenci es. ..
Checked 0 host dependenci es.
Checki ng commands. . .
Checked 8 conmands.
Checking tine periods...
Checked 1 tinme periods.
Checki ng extended host I nfo definitions...
Checked O extended host info definitions.
Checki ng extended service info definitions...
Checked 0 extended service info definitions.
Checking for circul ar paths between hosts...
Checking for circular host and service dependenci es. ..
Checki ng gl obal event handlers...
Checki ng obsessi ve conpul sive processor commands. ..
Checking m sc settings...

Total Warnings: O
Total Errors: 0

Thi ngs | ook okay - No serious problens were detected during the pre-flight check
Now, let's start nagios and see what happens!

moni tor# /usr/ | ocal /bin/nagi os /usr/local/etc/nagi os/ nagi os.cfg &
[1] 13274

nmoni t or #

Nagi os 2. 0b3

Copyright (c) 1999-2005 Et han Gal stad (www. nagi 0s. or g)

Last Modified: 04-03-2005

Li cense: GPL

Nagi os 2.0b3 starting... (PID=13274)
Let'srun ps and grep to make sure it's running.

nmonitor# ps -aux | grep nagi os
nagi os 13274 0.0 0.2 3348 2456 p0 S 4:54PM  0:00. 05 /usr/|ocal /bi n/nagi os /usr/|ocal/etc/nagio

Tail the nagios log to check for errors.
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monitor# tail -f /var/spool/nagi os/ nagi os.| og

[ 1131555251] Nagi os 2.0b3 starting... (PlD=13274)

[ 1131555251] LOG VERSION: 2.0

[ 1131555261] HOST ALERT: intranet; UP; HARD; 1; PING OK - Packet loss = 0% RTA = 0.24 ns

[ 1131555261] HOST NOTI FI CATI ON: chri sb;intranet; UP; host-notify-by-email; PING OK - Packet |oss = 0%
[ 1131555261] SERVI CE ALERT: intranet; Pl NG OK; SOFT; 1; PI NG OK - Packet |loss = 0% RTA = 0.25 ns

All looks good! Now let'svisit the URL for the web interface. Fire up Firefox and go to your | P address.
Someone pointed out thisisn't necessary, although it was for me. Check the permissions carefully.
chown and chrgp the /var/spool/nagios dir and files

and the plugins...

monitor# chmod 755 *

monitor# chgrp wheel *

monitor# chown root *

More on this soon...
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Chapter 7. Starting Nagios

1. Making Sure Nagios Starts Automatically

You will probably want Nagios to start automatically when your system boots. You do this by editing /
etc/re.conf.

Add Nagios to rc.conf (this means the file /usr/local/etc/rc.d/nagios.sh gets |oaded at boot time):
# ee [etc/rc. conf
Then add the following entry:

nagi os_enabl e=" YES"

Warning

If you're working on a remote system, be careful editing your rc.conf file. Errors could cause the sys-
tem to fail to boot. It's happened to me more than once!

2. The Pre-Flight Check

(I've already covered some of these commands, | plan to go over this section and tidy it up!)

Run a pre-flight check to verify configuration:
# [usr/local /bin/nagios -v /usr/local/etc/nagi os/nagi os. cfg

It's also worth mentioning that if something goes wrong and you need to make changes, there is no need to
restart the server, you can start Nagios manually by running the following command:

# [usr/| ocal / bi n/ nagi os /usr/| ocal/etc/ nagi os/ nagi os.cfg &
Check to make sure Nagiosis running:
nonitor# ps -aux | grep nagi os

You can kill Nagios which will flush the config as an alternative to rebooting. Y ou must replace PID with the
actual process ID obtained from ps -aux.

monitor# kill -HUP PID
Running Nagios without any switches displays the following output.

nmoni t or# nagi os

Nagi os 2. 0b3

Copyright (c) 1999-2005 Et han Gal stad (www. nagi 0s. or g)
Last Modified: 04-03-2005

Li cense: GPL

Usage: nagi os [option] <main_config file>

Opti ons
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-V Reads all data in the configuration files and perforns a basic
verification/sanity check. Al ways make sure you verify your
config data before (re)starti ng Nagi os

-s Shows proj ect ed/ reconmended check scheduling information based
on the current data in the configuration files

-d Starts Nagi os in daenon node (instead of as a foreground process)
This is the recommended way of starting Nagi os for nornal operation

Visit the Nagi os website at http://ww. nagi os.org for bug fixes, new
rel eases, online docunmentation, FAQs, information on subscribing to
the mailing lists, and comercial and contract support for Nagi os

3. The —s Switch

nmoni tor# /usr/ | ocal/bin/nagios -s /usr/local/etc/nagi os/nagi os. cfg

Nagi os 2. 0b3

Copyright (c) 1999-2005 Et han Gal stad (www. nagi 0s. or g)
Last Modified: 04-03-2005

Li cense: GPL

Proj ected scheduling information for host and service
checks is listed below This informati on assunes that
you are going to start running Nagi os with your current
config files.

HOST SCHEDULI NG | NFORVATI ON

Total hosts: 11

Total schedul ed hosts: 0

Host inter-check del ay nethod: SVART
Aver age host check interval: 0. 00 sec
Host inter-check del ay: 0. 00 sec
Max host check spread: 30 min
Fi rst schedul ed check: N A

Last schedul ed check: N A

SERVI CE SCHEDULI NG | NFORVATI ON

Total services: 15

Total schedul ed servi ces: 15

Servi ce inter-check delay nethod: SMART

Aver age service check interval: 300. 00 sec

I nter-check del ay: 20. 00 sec

Interleave factor nethod: SMART

Aver age services per host: 1. 36

Service interleave factor: 2

Max servi ce check spread: 30 mn

Fi rst schedul ed check: Mon Nov 21 11:21:52 2005
Last schedul ed check: Mon Nov 21 11:26: 32 2005

CHECK PROCESSI NG | NFORVATI ON

Servi ce check reaper interval: 10 sec
Max concurrent service checks: Unlinted

PERFORVMANCE SUGGESTI ONS

I have no suggestions - things | ook okay.

4. Help!

If Nagios won't start, fear not. Go to the the chapter titled Troubleshooting. If you're still stuck, try asking the
nagios-users list. As always, copying the error message into Google usually always pays off.
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Chapter 8. Nagios Plugins
1. The Standard Plugins

Check SSH
Add the following command definition:

# check _ssh
define command{
command_name check_ssh

command_line $USER1$/check_ssh -H $HOSTADDRESS$
}

Then add the following service defintion:

define service{

use generic-service
host_name *
service_description SSH

is volatile0

check_period 24x7
max_check_attempts 3
normal_check interval 5
retry _check_interval 1
contact_groups admins
notification_interval 120
notification_period 24x7
notification_options w,u,c,r
check_command check_ssh

}

2. The Contrib Plugins

3. Other Plugins
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4. Writing Your Own Plugins
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Chapter 9. Monitoring Remote Unix
Servers

1. NPRE
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Chapter 10. Monitoring Remote
Windows Servers

1. NSClient

There are several ways to achieve this, however | choose to use NSclient. Each method hasit’s own set of pros
and cons and it really depends on what you want to monitor and what you are familiar with. Install NSClient on
the Windows server. The NSClient documentation lists the text you have to add to your service checks. (more
info coming)

Y ou can then monitor any service, along with typical local resources such as disk, cpu and memory usage.

27



Chapter 11. Configuring Alerts and
Notifications

1. Email Notifications

There are several ways get your mail aerts to work. It al depends what you're more comfortable with and
whether this particular server is going to be used for anything else.

Y our options are (to name afew)
* Configure the default install of Sendmail
* Replace Sendmail with Nullmailer or SSMTP

* Install another MTA like Postfix, QMail or Exim

2. Sendmalil

I will not cover configuring Sendmail, however the FreeBSD website has some information in the FreeBSD
Handbook that might be useful.

http://wwwb5.ua.freebsd.org/doc/en_US.I SO8859- 1/books/handbook/outgoing-only.html

3. SSMTP

| choose to replace Sendmail with SSMTP.

nmoni tor# cd /usr/ports/nail/ssntp

nmoni tor# make install replace clean

monitor# cd /usr/local/etc/ssntp

monitor# |'s

reval i ases. sanpl e ssnt p. conf . sanpl e

nmonitor# cp reval i ases. sanpl e reval i ases

nmoni tor# cp ssntp.conf.sanpl e ssntp. conf

monitor# |'s

reval i ases reval i ases. sanpl e ssmt p. conf ssmt p. conf . sanpl e

Now edit the SSMTP configuration file.

nmoni tor# ee /usr/local/etc/ssntp/ssntp.conf

Below is my sample configuration, the config file is commented if you need another example.

mai | hub=192. 168.0.2 (this will be a mail server you can send mail through, can be IP or FQDN)
rew i t eDomai n=nagi osbook. or g
host name=noni t or

Make sure you disable Sendmail by editing /etc//rc.conf and adding the following directives. (Thisis for Feeb-
SD version 5 or later)

# ee /etc/rc.conf

sendrai | _enabl e=" NO'

sendnai | _subm t _enabl e=" NO'
sendnmi | _out bound_enabl e=" NO'
sendnmi | _nmsp_queue_enabl e=" NO'
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Configuring Alerts and Notifications

Test to make sure you can send mail by:

mail -s "Test" root
<ctrl-d>

Y ou should now be able to send email from your Nagios server.

4. SMS Alerts

Like email aerts, you have several optionsto getting this working.
Y our options are:

Enabling an SMS service on your Nagios server

Using your own SM S gateway on another server

Using acommercial third party SMS gateway

There are several tools you can use to enable a server to send SMS's. Each tools has it's own strengths and
weaknesses. The following list should help you decide what to use.

* Ghokii - Gnokii is very popular and can be used as a full-featured 2-way SMS gateway.

* SMSTools - An aternative to Gnokii, also popular and heavily documented.

* SMSClient - Calls aprovider by modem and sends SMS's only.

If you'd like to build your own SMS gateway using Gnokii, | wrote a"SMS Gateway How To" a few years ago.
You can read the origina article here (http://www.chrisburgess.com.au/sms-gateway-how-to/), or read on for
the simplified steps. | am assuming you are using the same server to run both Nagios and Gnokii.

Installing and Configuring Gnokii for SMS Alerts

cd /usr/ports’comms/gnokii

make install clean

MORE STEPS FOR GNOKII COMING SOON

5. Pagers, Popups and Other Messaging

If you'd prefer another messaging type, the Nagios mail list archives mention all sorts of methods people use.
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Chapter 12. Optimizing and
Enhancing Nagios
1. Organizing Your Config Files

So far, we've modified the sample file called minimal.cfg (originally minimal.sample). Using the minimal sam-
pleisideal for getting started, and by all means, you're free to use run Nagios in that configuration if you wish.
At this stage however, it's worth pointing out that you can split your configurations into separate config files to
help make things more manageable.

Straight from the documentation, we can see how this works:

#You can also tell Nagiosto process all config files (with a .cfg

# extension) in a particular directory by using the cfg_dir

# directive as shown below:

#cfg_dir=/usr/local/etc/nagios/servers

#cfg_dir=/usr/local/etc/nagios/printers

#cfg_dir=/usr/local/etc/nagios/switches

#cfg_dir=/usr/local/etc/nagios/routers
Here are some other examples that should give you some ideas:

Device Types
/usr/local/etc/nagios/routers
Jusr/local/etc/nagios/switches

/usr/local/etc/nagios/printers

Function Type
Jusr/local/etc/nagios/mailservers
/usr/local/etc/nagios/winservers

Jusr/local/etc/nagios/unixservers

Topological Location
/usr/local/etc/nagios/intranet
/usr/local/etc/nagios/extranet
/usr/local/etc/nagios/border

/usr/local/etc/nagios/dmz

Physical Location
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/usr/local/etc/nagios/building-1
Jusr/local/etc/nagios/building-2
/usr/local/etc/nagios/building-3
Jusr/local/etc/nagios/building-4

Departmental Layout
/usr/local/etc/nagios/creative
/usr/local/etc/nagios/accounts
/usr/local/etc/nagios/sales
lusr/local/etc/nagios/it
Jusr/local/etc/nagios/admin
/usr/local/etc/nagios/callcentre

Area of Responsibility
{usr/local/etc/nagios/support-team
Jusr/local/etc/nagios/network-team

/usr/local/etc/nagios/dev-team

2. Configuring Layout and Dependencies

defi ne host {

use generi c- host ; Nane of host tenplate to use
host _nane adl

al i as Primary AD Server

addr ess 192. 168. 1. 27

parents routerl

check_conmand check-host-alive

max_check_attenpts 10

notification_interval 120

notification_period 24x7

notification_options d, r

contact _groups adnins

3. Improving Logical Layout

You can use Dummy Hosts to improve the logical layout of your status map. Search the nagios-users mail list
archives for "dummy host".
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Chapter 13. Customizing Nagios

1. Replacing the Default Icons

By default, Nagios looks like this:

MNagios

Here's how you get custom icons working. It's quite easy. In my example, | will be using the standard icons,

:

however there are lots of "icon packs" that others have created. Y ou could aso create your own if you wish.

First, check to make sure you have the images on your system.

monitor# |'s /usr/local/share/ nagi os/i nages/ | ogos/

ai x. gd2
ai x.gif

ai X. ] pg
ai X. png
am ga. gd2
am ga.gif
am ga. | pg
am ga. png
appl e. gd2
appl e. gi f
appl e. | pg
appl e. png
beos. gd2
beos. gi f
beos. j pg
beos. png
cal dera. gd2

cal dera.gif

cal dera. j pg

cal dera. png

cat 1900. gd2

cat 2900. gd2

cat 5000. gd2
debi an. gd2
debi an. gi f
debi an. | pg
debi an. png
freebsd40. gd2
freebsd40. gi f
freebsd40. j pg
freebsd40. png
hp- print er40. gd2
hp-printer40.gif
hp- printer40.jpg

Yes, they are there. Next, edit the file hostextinfo.cfg.

ee /usr/local/etc/nagiog/nagios.cfg

This contains the extended host information. You also must make sure that nagios.cfg references hostextin-

hp- print er40. png
hpux. gd2
hpux. gi f
hpux. j pg
hpux. png
irix.gd2
irix.gif
irix.jpg

i rix.png

| i nux40. gd2
| i nux40. gi f
|'i nux40. | pg
| i nux40. png
| ogo. gd2
mac40. gd2
mac40. gi f
mac40. ] pg

fo.cfg, on my system | had to comment out the following line.

cfg_file=/usr/local/etc/nagioshostextinfo.cfg

mac40. png

mandr ake. gd2
mandr ake. gi f
mandr ake. j pg
mandr ake. png
nagi os. gd2

nagi os. gi f

nagi osvrnl . png
next . gd2
next . gi f
next.j pg
next . png

ng- sw t ch40. gd2
ng- swi t ch40. gi f
ng- swi t ch40. j pg
ng- swi t ch40. png
novel | 40. gd2
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novel | 40
novel | 40.
novel | 40
openbsd. g
openbsd. g
openbsd. j
openbsd. p
redhat . gd
redhat.g
redhat.jp
redhat. pn
rout er40
rout er40
rout er 40.
router40
sl ackwar e
sl ackwar e
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After you've done that, now edit hostextinfo.cfg.
ee /usr/local/etc/nagios/hostextinfo.cfg
I've edited my file like this.

define hostextinfof

host _nane | ocal host, i ntranet, aut h-server, spand, mai | hub, router1, snort1
not es_ur | htt p: //webserver/ hosti nfo. pl ?host =you_can_edit_this
i con_i mage freebsd40. png
icon_image_alt FreeBSD
vrm _i mage freebsd40. png
st at usmap_i nage freebsd40. gd2
# 2d_coords 100, 250
# 3d_coords 100. 0,50.0, 75.0
}
define hostextinfof
host _nane adl, ad2, ad- t est
not es_url htt p: //webserver/ hosti nfo. pl ?host =you_can_edit_this
i con_i mage wi n40. png
icon_image_alt W ndows
vrm _i mage wi n40. png
st at usmap_i nage wi n40. gd2
# 2d_coords 100, 250
# 3d_coords 100. 0,50.0, 75.0
}

Note: Y ou can add your own coordinates for the status map.

After editing the file, save your changes, then restart Nagios.
Check to find the Process ID

monitor# ps -aux | grep nagios

nagios 1978 0.0 0.2 3388 2504 p0 S 6:10PM 0:00.06 /usr/local/bin/nagios /usr/local/etc/nagios/nagios.cfg
Send the Kill signa

monitor# kill 1978

monitor# Successfully shutdown... (PID=1978)

[1] Done /usr/local/bin/nagios

Jusr/local/etc/nagios/nagios.cfg

Start Nagios

monitor# /usr/local/bin/nagios /usr/local/etc/nagios/nagios.cfg &
[1] 2062

monitor#

Nagios 2.0b3

Copyright (c) 1999-2005 Ethan Galstad (www.nagios.org)

Last Modified: 04-03-2005

License: GPL

Nagios 2.0b3 starting... (PID=2062)

Y ou should now have custom icons. My example looks like this:
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s S £
it
k-
¥

2. Custom Headers and Footers

cd /usr/local/share/nagios/ssi

ee common-header.ssi

<br>

<strong>

Y our Custom Header | Custom Link 1 | Custom Link 2
</strong>

<br>

<hr>

<br>

Savethisfile.

ee common-footer.ssi

<br>

<strong>

Y our Custom Footer | Custom Link 1 | Custom Link 2
</strong>

<br>

Naturally you would replace my sample code with your own HTML.




Customizing Nagios

Nagios will automatically include your newly created filesin it's display.

3. Editing the Navigation Bar

To edit the navigation, along with changing the look of your Nagios interface, all you have to do is open /
usr/local/share/nagios/side.html and make your changes. Simply open the file in your HTML editor of choice, or
atext editor if you choose.

";"- [ LWL TR T L] | e

Nagios

Cogyrpre ko) 12004 I e Gainend

Version 204
Bl 1) MR

The HTML below replaced the Nagios logo in this example. After making some changes to the inline CSS, |
achieved the look seen above.

<t abl e wi dt h="150" border="0">
<tr>
<t d>
l<gi v align="center"><a href="http://ww. nagi osbook. org" target="_bl ank"><i ng src="i mages/ nagi os_boo
</td>
</tr>
</ tabl e>
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Chapter 14. Add-Ons and Related
Projects

1. The A-Z of Nagios Related Projects

There are literally dozens of add-on projects to enhance and extend Nagios even more. For a very updated list of
what is available, | highly recommend visiting NagiosExchange.org.

* Apan

* PerfParse

* Cacti Plugin

* Nagvis

Thislist is still being compiled.

The number of projects that extend and enhance Nagios is staggering. If you've read the list above and have a
need for something not listed, try searching the following sites for Nagios add-ons and enhancements. New
projects appear every day.

* NagiosExchange.org
* SourceForge

* Google
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Chapter 15. Troubleshooting
1. Checking Logs

OK, so something isn't working, the first thing you do when troubleshooting any problem is to try and isolate
the cause. Looking at the error logs is usually helps pinpoint the problem. Useful logs worth checking out:

/var/| og/ messages - CGeneral systemerror |og
/var/|og/ mill og - Mail server |og
/ var/ spool / nagi os/ nagi os. | og - The Nagi os | og

The tail command with appended with the -f switch is also very helpful since you can see what's going on in re-
al-time. | usually have one SSH/Termina/PuTTY session open just for tailing logs,it's very useful.

# tail -f /var/spool/nagi os/ nagi os. | og

2. Checking the Nagios Process

You can (and should) check the processes are running by running the ps command. It is usually helpful to filter
out al of the other system processes and spear in on exactly what we' re looking for.

# ps -aux | grep nagi os

3. Permissions

Y ou can check the file and directory permissions by running the Is —al command, please note this a very com-
mon problem seen on thelists. It isimperative that al the permissions be set correctly.

4. Plugins

First, make sure you can run the check directly. If you can't run the plugin from the command line (i.e. cd /
location/of lyour/plugins, then ./whatever_check), then Nagios won't be able to either. If you can run it, but Na-
gios can't, check the ownership and permissions.

5. Plugins and Dependencies

Many plugins require certain libraries or applications exist on your system. If the dependencies don't exist, the
plugins might not be installed. 1t s worth watching the console output carefully when compiling plugins. Always
run ./check_yourplugin —h for more information on that particular plugin.
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Chapter 16. More Information
1. Glossary

Not compiled yet.

2. Index

Not compiled yet.
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